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To examine agreement on Rorschach Comprehensive System (CS; Exner, 2004) interpreta-
tions, 55 patient protocols were interpreted by 3 to 8 clinicians across 4 data sets on a represen-
tative set of 29 characteristics. Substantial reliability was observed across data sets, although a
problematic design produced lower results in one. Unexpectedly, a Q-sort task had slightly
lower reliability than a simple rating task. As expected, scales that summarized judgments had
higher agreement than judgments to individual interpretive statements, and some clinicians
produced more generalizable inferences than others. Interpretations for all clinicians were
more strongly associated with patients’ psychometric true scores (aggregated judgment M
range = .82 to .92) than with the judgments of other clinicians (range = .76 to .89). Compared to
meta-analyses of interrater reliability in psychology and medicine, the findings indicate these
clinicians could reliably interpret Rorschach CS data.

Recent studies have examined interrater reliability for scor-
ing Rorschach protocols (e.g., Acklin, McDowell, &
Verschell, 2000; Meyer, 1997; Meyer et al., 2002; Viglione &
Taylor, 2003). Logically, it is necessary to have reliable scor-
ing prior to using the Rorschach for other purposes such as
clinical interpretation or empirical research. The available
data indicate trained raters can reliably score according to the
Comprehensive System (CS; Exner. 2004; see Meyer et al.,
2002; Viglione & Hilsenroth, 2001). To extend the research
on interrater reliability, we examined how well clinicians
agree on the interpretation of CS scores. The key question is
whether different clinicians derive similar inferences when
interpreting patient protocols.

Many studies have examined clinical judgments in psy-
chology (e.g., Borum, Otto, & Golding, 1993; Garb, 1998;
Hammond, 1996; Spengler, Strohmer, Dixon, & Shivy,
1995) and medicine (e.g., Elmore & Feinstein, 1992; Koran,
1975a, 1975b), often investigating factors that may bias
judgments (e.g., Chapman & Chapman, 1969) or the accu-
racy of clinical decisions compared to actuarial equations

(e.g., Grove, Zald, Lebow, Snitz, & Nelson, 2000; Meehl,
1954/1996; Westen & Weinberger, 2004). Funder and his
colleagues (e.g., Blackman & Funder, 1998; Funder, 1995,
1999; Kolar, Funder, & Colvin, 1996) advanced the most
comprehensive approach to understanding the accuracy of
judgments about people.

A more limited body of research has examined the reli-
ability of interpretations derived from psychological tests. In
a preliminary review, Mihura, Meyer, and Wright (2002)
found 70 samples from 55 studies that reported data on the
agreement between two or more judges interpreting tests of
personality or cognitive functioning (cognitive tests = 9,
Minnesota Multiphasic Personality Inventory [MMPI;
Hathaway & McKinley, 1943] = 17, Rorschach = 23, The-
matic Apperception Test [TAT; Murray, 1943] = 8, figure
drawings = 5, sentence completion tests = 4, or a battery of
instruments = 4). The first studies appeared in the early
1940s, and the majority were published in the 1950s and
1960s. Only four studies were published in the 1980s and
none more recently than 1985, indicating that research on
this topic had fallen out of favor over the last two decades.

Almost all studies have used a design in which judges
were asked to rate, classify, or categorize patients on experi-
menter-specified constructs (e.g., extent of impairment, de-
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gree of psychosis, treatment prognosis), with agreement
computed across judges on these target constructs. This kind
of design was used in 68 of the 70 samples in Mihura et al.’s
(2002) review. Just 3 samples used an alternative design (1
also examined experimenter-defined constructs), all of
which were Rorschach studies conducted between 1942 and
1955. They used a matching task in which clinicians at-
tempted to pair reports or narrative statements to the actual
protocols on which they were based.

In general, matching tasks are limited because they do
not provide differentiated reliability coefficients for distinct
inferences. Rather, matching requires judges to make a sin-
gle decision per patient (i.e., whether the narrative matches
the protocol), and this decision may be based on any of the
information contained in the narratives and test protocols.
However, there is no way to determine what bits of data ac-
tually prompt the judges to match objects in the manner
they do. This means that minor but highly “diagnostic”
clues in the data may lead clinicians to agree on how the
narratives and test protocols should be matched even
though the clinicians might not agree on many (or most) of
the remaining characteristics in the narratives or test data.
For instance, if one report said the patient was preoccupied
with sex and only one Rorschach protocol contained multi-
ple sex responses, this single piece of information would
stand out as a highly diagnostic clue. Even though clini-
cians may not agree on other constructs embedded in the
data, they would be given credit for correctly matching all
features in this test protocol and report. When this occurs,
reliability can be artificially inflated above what would be
found if the judges evaluated a broad range of specific, pa-
tient-relevant constructs. The reverse can also be true. A
minor feature embedded in a complex narrative may
prompt one judge to make an atypical or incorrect match
even though this judge may have actually agreed with other
judges on a wide range of specific characteristics. Given
these issues, it seems more informative to examine inter-
pretive agreement using a range of specific, test-relevant
constructs rather than a global matching task.

Studies that have examined agreement on test interpreta-
tion often gather data with rating scales or Q-sort distribu-
tions (see Block, 1961; Ozer, 1993). Rating scale items have
dichotomous (e.g., true–false) or dimensional (e.g., 1 to 5
scale) response options that quantify the extent to which a
person possesses certain characteristics. Each item is rated
independent of the others, so a person may be high, low, or
average on all characteristics. There is no requirement that
certain characteristics be considered more defining and oth-
ers less defining of the person. These qualities make rating
scales ideal for comparing one person to another person.

In contrast, the Q-sort methodology is explicitly designed
to quantify the relative importance of characteristics for a
single individual. It does so by having descriptive items
sorted into a distribution that ranges from least to most defin-
ing of the target person. Q-sorts are thought to provide a

more idiographic portrait of personality than ratings because
the final distribution indicates the features that most uniquely
identify a person. In addition, it takes more thoughtful effort
(and time) to complete a Q-sort because each descriptive
item has to be compared to all the others before it can be
properly placed in the final distribution. Rating scales, in
contrast, only require that each item be evaluated on its own
merits.

When completing a rating scale, judges make as many de-
cisions as there are items on the scale. For instance, a rating
scale with 100 items requires 100 judgments. When complet-
ing a Q-sort, however, judges make many more decisions be-
cause items are classified via paired comparisons. For
instance, when 100 items are sorted into nine categories that
approximate a normal distribution, a judge must make 4,349
determinations (Ozer, 1993). Because each determination is
comparative, the 100 constructs and their placement are re-
viewed multiple times in the context of creating the final
Q-distribution. This process should produce fewer errors be-
cause faulty placements are likely to be detected and cor-
rected. Accordingly, one could anticipate that Q-sorts may
lead to more reliable test interpretations, a finding observed
in one prior study (see Ozer, 1993).

OVERVIEW OF THESE STUDIES

To address interpretive reliability for the Rorschach CS, we
conducted two studies, each of which used two separately
collected data sets. In Study 1, we interpreted protocols using
both rating scale and Q-sort methods. Study 2 was designed
as a partial replication, and it relied on 8 to 17 practicing cli-
nicians to make rating scale judgments. None of the clini-
cians in Study 2 were involved in the design or execution of
Study 1. For both studies, the same pool of 55 Rorschach
structural summaries were interpreted. Table 1 provides an
overview of both studies, the four data sets, and the issues ad-
dressed in each sample.

In Study 1, we made the Rorschach interpretations for
Data Set A on 29 constructs using a 5-point Likert-type scale.
Interpretations for Data Set B were derived from a Q-sort in
which the same 29 constructs were sorted into a
quasi-normal distribution that indicated what was least to
most characteristic of each patient. The ratings allowed each
interpretive statement to be considered independent of the
others. In contrast, the Q-sort required all of the characteris-
tics to be considered simultaneously to determine the relative
importance of each. We expected that the more judg-
ment-intensive Q-sorts would lead to higher levels of inter-
pretive agreement.

In Study 2, although the clinicians rated only the
Likert-type items, we again obtained two independently
collected data sets. Data Set C had a complex methodology
in which 17 clinicians were randomly assigned to serve as
the first, second, or third judge for 10 or 11 of the 55 proto-
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cols. Statistically, by randomly mixing clinicians across
rater positions and protocols, the design assumes that each
clinician will use identical cognitive benchmarks when as-
signing values on the 5-point Likert scale. If judges do not
use the same benchmarks, reliability correlations will be
lowered. At the outset of data collection, we did not appre-
ciate how this assumption might impact the final results.
Consequently, a second data set was collected for clarifica-
tion. In Data Set D, interpretations were again made by a
group of practicing clinicians. However, only 8 clinicians
were used, and each interpreted all 55 Rorschach protocols.
This design paralleled that used with Data Set A, and it al-
lowed clinicians to use slightly different interpretive
benchmarks when completing the Likert-type scale without
compromising reliability.

Because Data Sets A and D used the same methodology,
analyses were conducted across data sets to address three is-
sues. The first considered the extent to which individual cli-
nicians differed in their overall reliability. The second
explored aspects of the classical true score theory of reliabil-
ity. Multiple clinicians provided ratings on the same target
patients, so it was possible to average their ratings to reduce
random measurement error and obtain approximate
psychometric true scores for each patient. These data al-
lowed us to determine if clinicians produced higher agree-
ment with patients’ true scores than with each other. Finally,
the CS interpretive reliability results were placed in context
by considering them relative to a recent summary of 42
meta-analyses examining interrater reliability in psychology
and medicine (Meyer, 2004).

GENERAL METHODOLOGY ACROSS
STUDIES AND DATA SETS

Target Patients

All data sets relied on CS scored Rorschach protocols from
55 psychiatric inpatients. The patients were selected from a
larger group based on factors that may have been useful if
subsequent research was conducted with these protocols. Pa-
tients were selected if they had a computerized Rorschach re-
cord with more than 13 responses, an MMPI–2 (Butcher,
Dahlstrom, Graham, Tellegen, & Kaemmer, 1989), a TAT,
and inpatient records from their hospitalization. All patients
meeting these criteria were used. With the exception of R <
14, no patients were excluded based on their Rorschach
scores.

On average, the patients were 34.3 years old (SD = 12.97),
51% male, 20% married (64% never married), 58%
Euro-American (27% African American), and had 14.6 years
of education (SD = 2.99). Diagnostically, 56% had a disorder
on the psychotic spectrum, and 87% had a disorder on the de-
pressive spectrum. This background information was gath-
ered when writing this article, and no demographic data was
given to the clinician raters. A code number identified each
protocol, and the only clue about the nature of the sample
came from using the word patients once in our consent form
and task instructions.

Patients had the following average Rorschach scores: R =
25.05 (median = 22, SD = 11.07), Form% = .39 (SD = .19),
Sum6 = 9.05 (SD = 7.42), X + % = .42 (SD = .12), and X – %
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TABLE 1
An Overview of the Two Studies, Four Data Sets, and Issues Addressed in Each

Source Clinicians Methodology Issues Addressed

Study 1
Data Set A 3 (the authors) Each clinician interpreted all 55 protocols via

ratings of 29 constructs on a 5-point
Likert-type scale

1. Reliability for item-level versus aggregated
judgments

2. Results across 3 types of reliability statistics
3. Differential use of the rating scale, ipsative scores,

and statistical assumptions for reliability
4. Likert-type ratings versus Q-sorts
5. Genuine ratings versus base rate-equated random

ratings

Data Set B 3 (the authors) Each clinician interpreted all 55 protocols via
Q-sorts of 29 constructs on a 7-point
distribution

Study 2
Data Set C 17 (no overlap with

Study 1)
Clinicians randomly assigned to interpret 10 to

11 protocols and to the 1st, 2nd, or 3rd rater
position so that each protocol was rated by 3
clinicians on 29 constructs using a 5-point
Likert scale

1. Reliability for item-level versus aggregated
judgments

2. Impact of a problematic design on observed
findings

3. Generalizability of findings from Study 1
Data Set D 8 (also gave ratings

in Data Set C)
Same as Data Set A

Comparative
analyses across
data Sets A and
D

3 to 11 Each clinician interpreted all 55 protocols via
ratings of 29 constructs on a 5-point
Likert-type scale

1. Individual differences in reliability
2. Agreement with psychometric true scores versus

other clinicians
3. Current findings relative to meta-analyses of

interrater reliability in psychology, psychiatry, and
medicine



= .26 (SD = .11). Of the patients, 25 (45.5%) were
introversive and 12 (21.8%) were extratensive.

Interpretive Statements

A priori we decided to have clinicians provide judgments on
about 30 statements to make the task manageable and in-
crease the prospect that each interpretation would be care-
fully considered. Ultimately, we used 29 statements because
it produced a more normal distribution for the Q-sort task.

The potential item pool began with 166 CS-related state-
ments in the Rorschach Rating Scale (RRS), which was de-
veloped for validation research and contains constructs
thought to be measured by a variety of Rorschach scoring
systems (Meyer, 1996; Meyer, Bates, & Gacono, 1999; for
an updated version of the scale, see Mihura, Meyer,
Bel-Bahar, & Gunderson, 2003). The 166-item pool was re-
duced to 77 items by excluding statements that (a) addressed
experimental or nontraditional CS interpretations; (b) were
specific to a criterion within a CS constellation index; (c) ad-
dressed very rare scores (e.g., CP, FQ+) that were unlikely to
apply to most patients; and (d) did not address scores from
the lower section of the structural summary that contains the

ratios, percentages, and indexes that are central to interpreta-
tion. Next, we deleted repetitive content, defined as instances
when a very similar construct was assessed by more than one
statement. For example, we deleted all but one item assessing
narcissistic qualities. This winnowing reduced the item pool
to 41 but still ensured broad coverage of CS constructs. The
final 29 interpretive statements were randomly selected and
are listed in Table 2.

Based on psychometric theory, we expected that higher
order constructs would be more reliable than interpretations
made for single items (Meyer et al., 2002). Although highly
redundant content had been deleted from the item pool,
higher order constructs were created from the 29 items
through both factor analysis and rational aggregation.

To identify factors, we used 213 RRS ratings from the
clinicians, friends, spouses, family members, or coworkers
of target participants (Meyer et al., 1999). Items were sub-
jected to a principal axis factor analysis and a principal
components analysis, with both varimax and oblique rota-
tions. All extraction and rotation solutions were virtually
identical, so only the principal axis solution with oblique
rotation (oblimin, ∆ = 0) is described. The number of fac-
tors to extract was determined first by parallel analysis
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TABLE 2
Rorschach Rating Scale Items Used for Interpretation Across Studies

3. This person experiences himself as damaged, flawed, or hurt by life.
5. At least below the surface, this person is very self-critical and has painful feelings about himself.
7. This person strives to maintain an inflated belief in his personal importance or uniqueness (even though this effort may serve to counter feelings of

inadequacy or inferiority).
22. This person occasionally reacts to situations with intense, poorly controlled feelings.
24. This person is bothered by distress or irritation that comes from internalizing or “holding in” feelings.
27. This person feels distant or isolated from others.
37. This person does not have a consistent coping style and frequently shifts strategies, reverses judgments, or has difficulty reaching a firm decision.
38. This person oversimplifies situations as a basic way of coping.
39. This person copes with problems by using feelings and intuitions to guide his decisions, judgments, and actions.
44. In general, this person is actively attuned to the environment and makes consistent efforts to organize and synthesize relevant information.
50. This person quickly jumps to conclusions and sizes up situations without sufficient information.
51. This person thinks about, perceives, and recalls events in a diffuse, vague, or impressionistic manner.
57. This person has difficulty shifting attention, thinking flexibly, or understanding events from more than one perspective at a time.
63. This person consistently focuses on abstract or theoretical ideas in order to minimize emotional discomfort.
72. This person relies on internal fantasies or daydreams to comfort himself or to avoid unpleasant realities in life.
86. This person sees things from an unconventional, unique, or idiosyncratic perspective.
90. This person does not perceive even relatively obvious events in a socially conventional way.
91. This person has many occasions when his perceptions of external events are clearly distorted.
92. This person has an inaccurate understanding of people or interpersonal behaviors.
95. This person has frequent and easily recognized disruptions in formal thought processes. These may be evident in a variety of ways, such as through

loose associations, illogical reasoning, using words in odd ways, or having ideas that are inappropriately linked together, among other things.
112. This person enjoys social interactions and believes they can be harmonious and supportive.
122. This person has underlying oppositional tendencies and expresses anger by being contrary or resistive.
145. This person tends to perceive other people in unrealistic ways, such that his understanding is based primarily on imaginative or fantasized qualities,

rather than upon a complex understanding of their actual characteristics.
155. This person has strong needs for support and nurturance.
157. This person feels lonely and has strong wishes to be emotionally connected with others.
167. This person is introspective.
1.1. This person has social and emotional limitations that make it hard for him to cope with the everyday problems of life. These limitations may be

expressed in a depressive sense of helplessness and ineffectiveness, or in social difficulties where he either relies excessively on others or else
disregards and avoids relationships.

2.1. This person’s thinking is disorganized and his perceptions are inaccurate.
4.1. Based upon internal psychological factors, this person is at risk for suicide.

Note. Numbers indicate Rorschach Rating Scale items. The last three entries (1.1, 2.1, and 4.1) identify a global statement that had multiple subcomponents.



(Zwick & Velicer, 1986) and then by Guadagnoli and
Velicer’s (1988) recommendation to retain factors that have
at least 4 variables with loadings above .60 or 10 to 12 vari-
ables with loadings above .40. Parallel analysis using 25
data sets indicated three factors should be retained. How-
ever, in all solutions, the third factor did not meet
Guadagnoli and Velicer’s retention criteria, so only two
were extracted. They correlated .28 with each other. Aggre-
gated judgments were created by summing the interpretive
ratings for all variables that had a loading above .64 on
each factor. The upper portion of Table 3 lists the items, in-
ternal consistency, and average interitem correlation for the
scales. Based on item content, Factor 1 was seen as a di-
mension of Perceptual Distortions and Thought Disorder,
whereas Factor 2 was viewed as a dimension of Negative
Emotionality.

Independent of the factor analysis, G. J. Meyer organized
the 29 items into meaningful broad constructs while trying to
ensure all items were used. Four aggregate scales were cre-
ated, one of which duplicated the factor-derived Perceptual
Distortions and Thought Disorder Scale (see the lower por-
tion of Table 3). Two scales, General Distress/Dysfunction
and Poor Coping, had reasonable internal consistency. De-
fensive Idealization/Intellectualization had just three items,
which contributed to its relatively low alpha. Because we
wanted to aggregate as many items as possible, this variable
was retained. General Distress/Dysfunction shares items
with Negative Emotionality, but it is broader and more inclu-
sive. Only 2 of the 29 RRS items (39 and 167) were not in-
cluded in a broader construct category.

Data Integrity

Following Wilkinson and the American Psychological Asso-
ciation Task Force on Statistical Inference (1999), prior to
running analysis, the data sets were checked for accuracy and
to identify anomalous data points. Ratings were independ-
ently entered into a computer program twice and compared
to detect entry errors. Q-sorts were entered only once be-
cause the fixed distributions allowed for an easy check of en-
try errors. One rater in Data Set B and another rater in Data
Set C produced marked discrepancies when rating Item 39.
Follow-up investigation revealed that both raters often coded
the item in the direction opposite of what they intended, so
these mistakes were corrected.

STUDY 1

Method

Clinicians and interpretative tasks. We served as in-
terpretive judges for Data Sets A and B, and the CS structural
summary page served as the source of Rorschach informa-
tion. Judges knew the protocols were from patients but did
not have other identifying information. The judges worked
independently to interpret all 55 protocols (i.e., without dis-
cussion and blind to each others’ ratings). For Data Set A, in-
terpretations were made by rating the 29 items in Table 2 us-
ing a 5-point Likert-type scale ranging from –2 (false, much
less than average); –1 (false, somewhat less than average); 0
(about average); 1 (true, somewhat more than average); to 2
(true, much more than average).

Task instructions explained the study was evaluating the
extent to which different clinicians agreed on the information
that could be derived from a CS structural summary. Specific
instructions continued as follows:

For this study, please begin by carefully reviewing the
patient’s structural summary. Review it in the same
way that you would if you were seeing this patient as
part of your clinical practice. Once this is done, answer
each question on the rating scale as accurately as you
can.

Because we are all prone to make global judgments
that may be biased, please take the time to think about
each item and consider all the relevant CS information
before making your judgment.

Also, when making your ratings, it is important to
have a clear benchmark in mind. Please compare this
person to what you think is characteristic of an average
person (not an average psychiatric patient).

If you are not confident about your rating on a par-
ticular item, please give your best guess.

Finally, the instructions noted that the 5-point Likert scale
wassymmetrical andbipolar,withoptionsextendingas farbe-
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TABLE 3
Composition and Internal Consistency

of Aggregated Interpretive Scales
From RRS Items

Construct Description

M
Interitem

r RRS Items

Factor analytic dimensions
Perceptual Distortions and

Thought Disordera
.91 .58 86, 90, 91, 92, 95,

145, 2.1
Negative Emotionality .84 .57 3, 5, 27, 157

Conceptually derived scales
Perceptual Distortions and

Thought Disordera
.91 .58 86, 90, 91, 92, 95,

145, 2.1
General Distress/

Dysfunction
.86 .37 3, 5, 22, 24, 27, 122,

155, 157, 1.1, 4.1
Poor Coping .74 .29 37, 38, 44(R), 50, 51,

57, 112(R)
Defensive Idealization/

Intellectualization
.52 .27 7, 63, 72

Note. N = 213 observer ratings. (R) indicates a reverse-coded item. RRS =
Rorschach Rating Scale.
aThe same aggregate construct scale was created by factor analysis and
rational development.



low average as above average. Many Rorschach scores are
rareandhaveskeweddistributions inwhich themodalandme-
dianscore iszero.Because the typicalpersonobtainsascoreof
zero, it is not possible to classify someone as being less or
much less than average on this characteristic. Theoretically,
then, it shouldnotbepossible foraclinician todiscriminatebe-
tween the rating scale points of –2, –1, and 0 for such a charac-
teristic. In an effort to contend with this issue without biasing
raters by presenting a different Likert scale for certain items
(e.g., 0 to +2 rather than –2 to +2), raters were told “You may
decide this typeof scaledoesnotmakesense forallof the items
presented below. If so, simply use the portion of the scale that
makes sense to you.” Ratings were made directly onto a record
form containing the 29 items.

For Data Set B, the interpretive task consisted of a Q-sort.
Statements in Table 2 were printed on small laminated cards
approximately 1 in. × 3 in., and for each patient, the 29 cards
were sorted into seven piles of fixed size that approximated a
normal distribution. In addition to the general instructions off-
set previously, clinicians received the following directions:

To rate each person, you will be using a Q-sort task. To
complete the Q-sort for each patient, you must orga-
nize the 29 item-cards into a frequency distribution that
is approximately normal in shape. The distribution will
have 7 columns and these columns will range from
“Least Characteristic” on the left to “Most Characteris-
tic” on the right. As shown in the figure below, you will
place a set number of item-cards in each column. From
left to right, the number of cards in each column will
be: 1, 3, 6, 9, 6, 3, and 1.

The accompanying figure depicted an approximately nor-
mal distribution with 29 cells arranged in the format de-
scribed. For scoring, the Least to Most Characteristic
columns were assigned scores from 1 to 7, respectively. Two
judges completed Q-sorts prior to the ratings. The other com-
pleted the ratings before the Q-sorts. Several months sepa-
rated each judgment task.

Data analysis. Our primary agreement statistic was r,
the traditional Pearson correlation. As a measure of the linear
association between raters, it was viewed as the most appro-
priate index for these studies. Correlations were computed
between each pair of clinicians (i.e., A with B, A with C, and
B with C) for the 29 individual item-level judgments and the
five aggregated judgment scales.

We also examined two intraclass correlations (ICC; see
McGraw & Wong, 1996), one of which examined consis-
tency and the other absolute agreement. Both ICCs em-
ployed a two-way random effects model and determined
reliability for a single rater (i.e., one rater with another).
The consistency ICC is similar to r in that it disregards the
level of the scores assigned across raters (e.g., one rater’s
scores could always be ½ point higher than another rater’s).

As such, raters were allowed to employ somewhat different
benchmarks when assigning ratings. The consistency ICC
differs from r in two ways. First, a single statistic can be
computed across multiple raters. Second, consistency ICCs
are lowered by unequal variances across judges. Because
the clinicians in Data Set A were instructed to use only that
portion of the Likert scale that seemed sensible to them, it
is likely that each clinician made unique decisions about
how much of the 5-point scale should be used, which in
turn would produce unequal variances. As such, the consis-
tency ICC could be expected to be slightly lower than r in
Data Set A. The results from both statistics should be simi-
lar in Data Set B because the forced distribution in the
Q-sort task would produce more consistent item variances
across raters (see Ozer, 1993).

The agreement ICC is a chance corrected reliability co-
efficient that is suitable for continuous data and asymptoti-
cally equivalent to Cohen’s weighted kappa (Fleiss, 1981).
The agreement ICC differs from r and the consistency ICC
in that it counts any discrepancies across raters as error. As
such, it requires judges to have an identical understanding
of the reference criterion and the anchors on the rating
scale. It also requires judges to use the same degree of vari-
ability when assigning scores. Although these requirements
are very appropriate under many circumstances, such as
when scoring a test, it is unlikely these assumptions were
met in this study because (a) we did not characterize an
“average person” or ensure that judges used this as their
benchmark standard rather than an “average patient,” (b)
the Likert and Q-sort scales did not define scale anchors in
an explicit or meaningful way (e.g., there were no
item-specific benchmarks indicating the criteria that should
differentiate false, much less than average from false,
somewhat less than average), and (c) judges were in-
structed to disregard portions of the Likert scale if that
seemed sensible. As a result, the agreement ICC should
produce lower estimates of reliability. Following Fagot
(1991; also see McGraw & Wong, 1996), we believed these
results would be low for artifactual reasons (related to im-
precise definitions in our benchmark criterion and rating
scale and by permission to discard portions of the scale)
rather than for substantive reasons (related to the judges’
inability to consensually discriminate among patient char-
acteristics) and do not believe the agreement ICC should be
emphasized or given primary interpretive significance.
Nonetheless, we recognize how frequently the agreement
ICC is used in the literature and report these results for the
sake of completeness.

Statisticians have provided rules of thumb for interpreting
the absolute agreement ICC. Values greater than .74 are con-
sidered excellent, values from .60 to .74 are considered good,
values from .40 to .59 are considered fair, and values below
.40 are seen as poor (Cicchetti, 1994; Fleiss, 1981). Similar
rules of thumb have not been proposed for the consistency
ICC or Pearson’s r.
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Testing for spuriously inflated reliability. Based on
input from a reviewer, in a final set of analyses, we examined
whether clinicians may have agreed on interpretations just
fromknowing theRorschachprotocolscamefrompatients.At
issue is whether interpretive agreement may emerge in the ab-
sence of any specific Rorschach data simply because all pa-
tients share certain levels of pathology. To examine this, we
createdartificial item-level ratings thatmatched the item-level
ratings actually obtained from the Study 1 clinicians. At the
first step, we obtained the mean and standard deviation for Cli-
nician A’s ratings on each of the 29 items across all 55 patients.
Using the mean and standard deviation for an item as seed in-
formation, we had SPSS (Version 11.0) generate a new “item”
containing random data for 55 “cases,” imposing the restric-
tion that when averaged across cases, the random item had to
have thesamemeanandstandarddeviationasClinicianA’sac-
tual item rating. This was done sequentially for each item until
thedatasetcontained29columns(i.e., items)and55rows(i.e.,
cases) of artificial ratings. These artificial ratings matched the
base rate of item endorsements for Clinician A’s actual inter-
pretive ratings. Next, we performed the same steps for Clini-
cians B and C, which resulted in an artificial data set that still
contained 55 rows but now had 87 columns (i.e., 29 items for 3
clinicians).Next,wecomputedcomposite scales fromthearti-
ficial items just as we had with the actual items. Finally, the
three sets of artificial scores corresponding to Clinicians A, B,
and C were correlated to determine if the clinician interpreta-
tions could produce artificial levels of agreement when disre-
garding the actual Rorschach data. These analyses produced
unambiguous findings, so the same procedures were not ap-
plied to any other data sets.

Results and Discussion

Overall findings. Tables 4 and 5 provide results for the
5 aggregated judgments and 29 item-level interpretations, re-
spectively, with Likert ratings on the left and Q-sorts on the
right. The summary section of each table indicates that these
three clinicians had good to excellent reliability when inter-
preting the 55 Rorschach protocols.

The center data column (M r for Artificial Ratings) in Ta-
bles 4 and 5 provides results averaged across the three sets of
artificial ratings developed for Data Set A. The average reli-
ability for the artificial ratings was –.04 for aggregated judg-
ments and –.02 for item-level interpretations. Because these
values are essentially zero, whereas the average correlations
for the genuine interpretations were .88 and .79, respectively,
it is clear that the observed reliability findings were not artifi-
cially inflated as a result of all patients possessing certain
common characteristics.1

Table 5 shows that item 57 is an outlier. Agreement was
poor for this item, regardless of whether it was considered in
the rating task (M r = .16) or the Q-sort task (M r = .34). Thus,
each of us interpreted this item in a distinct and idiosyncratic
fashion. Low reliability may indicate the item was poorly
written or addressed a complex construct that was interpreted
in multiple ways. In either case, this item’s uniquely poor re-
liability suggests it could have been eliminated from further
analyses. Had this been done, the average item reliability
would have increased by about .02 (e.g., M r from .79 to .81).

As expected from psychometric theory, aggregated judg-
ments (Table 4) were more reliable than the interpretations
made for individual items (Table 5). Also as expected, r and
the consistency ICC produced comparable estimates of reli-
ability, whereas the absolute agreement ICC produced lower
results. The difference was particularly noticeable on the rat-
ing task, which did not structure clinician responses into a
fixed distribution. Clinicians could readily use different
benchmarks when assigning judgments on the rating scale,
and these differences were considered error by the absolute
agreement ICC.

Clinician differences when using the rating scale. As
noted previously, we believed the absolute agreement ICC
would produce lower results because each clinician’s propen-
sity to use different implicit benchmarks and/or portions of the
Likert scale would be treated as errors. To determine if clini-
cians used the 5-point scale differently, means were computed
across RRS item-level and aggregate-level judgments for each
clinician. Table 6 illustrates these differences using several ex-
ample item-level constructs and all the aggregated judgments.
It can be seen that Clinician C consistently used the lower end
of the Likert scale, whereas Clinician A consistently used the
upper end of the scale. As indicated by the final column, some
of the differences between these two clinicians approached or
exceeded a full standard deviation (i.e., Cohen’s d ≥ 1.0),
which are large differences. Overall, the average d comparing
these two raters was .36 for item interpretations and .68 for ag-
gregated judgments.

The key question, however, is whether Clinician C’s
lower ratings were inherently more correct than Clinician
A’s higher ratings or vice versa. We do not believe it is possi-
ble to determine the answer. The Likert scale had ambiguous
anchors (e.g., 1 [true, somewhat more than average]; 2 [true,
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1The reviewer who prompted these analyses also hypothesized
that reliability would be higher when clinicians were the same gen-
der and when the clinician and patient were matched on gender. Be-
cause clinicians did not know the gender of the patient being rated,

the latter hypothesis was not tested. However, we examined the first
hypothesis with interpretations from Data Set A in Study 1 and Data
Set D in Study 2. At the item level, average reliability in Study 1 was
.78 for clinicians of the same gender and .79 for clinicians of differ-
ent genders. At the level of aggregated judgments, the average
same-gender coefficient was .86, whereas the cross-gender coeffi-
cient was .88. Although not significantly different, these results
were in the direction opposite of the reviewer’s hypothesis. In Study
2, the average reliabilities were identical for item interpretations
(.68) and aggregated judgments (.82) when the judges were matched
or mismatched on gender.
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TABLE 4
Study 1: The Reliability of Aggregated Interpretive Judgments for Three Clinicians Using a Rating Scale

(Data Set A) and Q-sort (Data Set B) Format Across 55 Rorschach Protocols and for Three Sets
of Randomly Generated Artificial Ratings That Paralleled Those From Data Set A

Data Set A

Genuine Likert Ratings
M r for Artificial

Ratings

Data Set B Q-sorts

Construct M r ICC (C2,1) ICC (A2,1) M r ICC (C2,1) ICC (A2,1)

Perceptual Distortions and Thought Disorder .86 .83 .68 –.02 .87 .87 .84
Negative Emotionality .93 .93 .90 –.01 .72 .72 .72
General Distress Dysfunction .94 .94 .76 –.05 .83 .83 .79
Poor Coping .87 .87 .82 –.03 .88 .87 .81
Defensive Idealization Intellectualization .78 .77 .64 –.07 .75 .74 .71
M .88 .87 .76 –.04 .81 .81 .77
Mdn .87 .87 .76 –.04 .83 .83 .79

Note. M r = mean correlation across three rater pairs; ICC = intraclass correlation; (C2,1) = consistency reliability for a single rater (i.e., one rater with another
rater); (A2,1) = absolute agreement reliability for a single rater.

TABLE 5
Study 1: The Reliability of Individual Interpretive Judgments for Three Clinicians Using a Rating Scale

(Data Set A) and Q-sort (Data Set B) Format Across 55 Rorschach Protocols and for Three Sets
of Randomly Generated Artificial Ratings That Paralleled Those From Data Set A

Data Set A

RRS Genuine Likert Ratings
M r for Artificial

Ratings

Data Set B Q-sorts

Item No. Construct M r ICC (C2,1) ICC (A2,1) M r ICC (C2,1) ICC (A2,1)

3 Feels damaged or hurt .88 .86 .70 –.19 .79 .78 .73
5 Self-critical/pained .86 .83 .81 .14 .69 .61 .60
7 Inflated self-importance .75 .70 .64 –.10 .71 .70 .65
22 Poor affect control .73 .67 .56 .08 .67 .64 .60
24 Distressed/irritated .73 .72 .52 .00 .67 .67 .63
27 Distant or isolated .87 .86 .86 .07 .72 .71 .64
37 Inconsistent coping style .90 .89 .89 .11 .84 .80 .80
38 Oversimplifies to cope .87 .86 .85 .00 .73 .73 .72
39 Feelings guide decisions .91 .91 .90 –.09 .64 .65 .62
44 Actively organizes information .65 .65 .60 .06 .58 .58 .53
50 Jumps to conclusions .82 .81 .80 –.05 .78 .77 .75
51 Thinking is diffuse or vague .84 .82 .73 .09 .72 .70 .70
57 Inflexible thinking .16 .21 .18 –.12 .34 .37 .31
63 Focuses on abstract ideas .85 .84 .70 –.16 .75 .73 .71
72 Relies on fantasy/daydreams .79 .78 .75 .05 .62 .62 .58
86 Sees things unconventionally .68 .67 .42 .03 .58 .58 .55
90 Misses the obvious .86 .86 .77 –.07 .71 .69 .68
91 Distorted perceptions .79 .73 .57 –.11 .77 .77 .69
92 Inaccurate view of people .84 .82 .78 –.07 .74 .71 .68
95 Disrupted thought processes .86 .84 .82 –.11 .89 .89 .84
112 Sees harmonious interactions .58 .58 .54 .04 .63 .64 .61
122 Acts contrary or resistive .85 .84 .79 –.11 .80 .79 .76
145 Fantasized qualities in others .73 .73 .70 –.08 .67 .64 .58
155 Needs support and nurturance .81 .76 .65 .00 .59 .53 .49
157 Lonely/wishes for connection .96 .96 .96 .00 .71 .71 .69
167 Introspective .78 .75 .75 .04 .64 .63 .64
1.1 Generalized coping problems .85 .82 .81 .00 .88 .88 .88
2.1 Poor thinking and perception .76 .75 .74 .03 .80 .78 .79
4.1 Psychic distress/suicide risk .85 .84 .83 .04 .73 .70 .70
M .79 .77 .71 –.02 .70 .69 .66
Mdn .84 .82 .75 .00 .71 .70 .68

Note. RRS = Rorschach Rating Scale; M r = mean correlation across 3 rater pairs; ICC = intraclass correlation; (C2,1) = consistency reliability for a single rater
(i.e., one rater with another rater); (A2,1) = absolute agreement reliability for a single rater.



much more than average]) rather than anchors tailored to fit
each statement (e.g., 1 [mildly self-centered]; 2 [significant
narcissism]), and the anchors were not accompanied by
clearly articulated benchmarks. Also, clinicians were not
provided with a definition of what characteristics should be
considered indicative of an average person, and it is not clear
if they consistently used an average person as their reference
standard. Given these factors, we believe it is not appropriate
to treat each judge’s proclivity for certain regions of the rat-
ing scale as errors of unreliability per se.

These issuescanbeempirically illustratedbyusing ipsative
scores rather than raw scores. Ipsative scores are standard
scores computed for each patient on a per rater and per item ba-
sis. They retain all information about the extent to which a pa-
tient is judged to have a characteristic while also controlling
for the rater’s style of using the Likert scale. Because ipsative
scores are a simple linear transformation of raw scores (i.e.,
[assigned rating – M]/SD), they do not affect the Pearson cor-
relations reported in Tables 4 and 5. However, when ICCs are
computed on ipsatized scores, results differ from those pre-
sented in the tables. For item-level analyses, the consistency
ICC results became identical to the r values reported in Table
5, whereas the absolute agreement ICCs became virtually
identical, with a maximum difference of .01. When averaged
across all item interpretations, r and both of the ICCs produced
identical results (e.g., M = .79 in Data Set A). For the aggre-
gate-level analyses, the absolute agreement ICC and consis-
tency ICC produced results that were identical to all of the r
values in Table 4 (e.g., in Data Set A, all coefficients were .94
for General Distress/Dysfunction).

Q-sorts versus ratings. Tables 4 and 5 show that
Q-sort interpretations were not more reliable than those from
the rating task. This contradicted our hypothesis. Even
though the Q-sorts required refined decisions about how each
item should be placed relative to all the other items and took

much more cognitive effort to complete than the ratings, the
extra effort did not result in improved agreement across clini-
cians. A partial explanation for this may be the requirement
that the 29 items had to form a normal distribution. All pa-
tients had to be classified as possessing one least characteris-
tic quality, three near-least characteristic qualities, six less
characteristic qualities, nine characteristic qualities, six more
characteristic qualities, three near-most characteristic quali-
ties, and one most characteristic quality. Although some pa-
tients may be adequately described by this kind of fixed dis-
tribution, others are not. Instead, for some patients, an
accurate Rorschach interpretation may generate a highly
skewed or even bipolar distribution. For instance, a patient
may legitimately possess 2 qualities that clearly are least
characteristic, 10 qualities of uncertain importance, 10 quali-
ties that are moderately characteristic, and 7 qualities that
clearly are most characteristic. This distribution would be de-
cidedly nonnormal.

Thus, although the Q-sort forced clinicians to interpret all
items in an idiographic manner, the task imposed a
nomothetic distributional requirement on the results. By
forcing the 29 qualities to be arrayed in a normal curve, the
patient descriptions generated for this research task may
have differed substantially from the descriptions that would
have been naturally generated in applied clinical practice (for
a discussion of this issue, see Westen & Shedler, 1999). Each
of us experienced this mismatch as we completed the
Q-sorts. For many patients, the distribution felt arbitrary and
did not conform to the type of descriptions that we wished to
make and would have spontaneously generated if we had
been considering the case data in a nonresearch context.

Summary. Overall, the findings from Data Sets A and
B indicated that several clinicians could reliably interpret
Rorschach protocols. Reliability was present for single inter-
pretive judgments and for aggregated judgments of a broader
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TABLE 6
Clinician Differences When Assigning Interpretive Ratings in Data Set A

Clinician

Cohen’s d A
Versus C

A B C

Variable M SD M SD M SD

Item-level judgments
3. Feels damaged or hurt 0.82 0.80 0.71 0.92 0.02 0.99 0.89
22. Poor affect control 0.82 0.82 0.49 0.74 –0.05 1.27 0.81
24. Distressed/irritated 0.82 0.82 0.91 0.87 –0.07 0.92 1.01
86. Sees things unconventionally 1.25 0.55 1.00 0.75 0.22 0.74 1.58
91. Distorted perceptions 1.27 0.71 1.15 0.71 0.40 1.12 0.93

Aggregated judgments
Perceptual Distortions/Thought Disorder 6.55 2.89 6.93 2.95 4.02 4.04 0.72
Negative Emotionality 1.22 2.49 1.15 2.50 0.31 2.56 0.36
General Distress/Dysfunction 5.16 4.37 4.60 4.32 1.24 4.48 0.89
Poor Coping 0.87 4.11 –0.67 4.11 –1.24 4.36 0.50
Defensive Idealization/Intellectualization 1.56 1.57 1.07 1.94 –0.05 1.81 0.95

Note. The column entries for each clinician are mean ratings and standard deviations across 55 patients.



construct. In addition, judgments were reliable when the cli-
nicians independently considered each construct (i.e., Likert
ratings) and when they considered all features of a Rorschach
protocol simultaneously (i.e., Q-sorts). Results also support
the psychometric expectations that reliability would be
higher for aggregated judgments than for item interpretations
and that reliability would be lower when a model containing
questionable assumptions was applied to the data (i.e., the
absolute agreement ICC).

To assess the generalizability of these findings, it is im-
portant to determine whether similar results would be found
in another sample of clinicians. Study 1 relied on a small set
of collaborators, and it is possible they produced somewhat
atypical results. With this in mind, as Study 1 progressed,
Study 2 was initiated to sample a broad range of clinicians
who actively used the Rorschach in their clinical practice.

STUDY 2

Method

Overview of research designs for Data Sets C and
D. Study 2 was first conceptualized as a replication that
would roughly parallel Study 1, with the same 55 protocols
interpreted by three different clinicians per patient using the
same instructions as before. However, to ensure conscien-
tious participation by a diverse group of clinicians, we asked
them to volunteer a limited amount of time. Because the
Q-sort was taxing and time consuming, only the rating task
was used. In addition, to ensure the number of interpretations
was manageable, clinicians were randomly assigned to just
10 or 11 of the 55 patients. Each clinician was also randomly
assigned to serve as the first, second, or third person inter-
preting a protocol. Thus, at the outset, Data Set C was to have
55 protocols independently interpreted three times by clini-
cians who were randomly assigned to patients and to the first,
second, or third rater positions. Ultimately, 17 clinicians pro-
vided judgments for this analysis.

We later realized that by randomly mixing the clinicians
who rated each protocol, the design of Data Set C paralleled
the expectations for the absolute agreement ICC. As such, re-
liability correlations would be lowered unless each clinician
used identical anchors when assigning values on the Likert
scale.2 Because results presented earlier demonstrated that
clinicians use different anchors, Data Set D was collected to
correct the problematic design. Rather than randomly assign-
ing clinicians to protocols and rater categories, each clinician
in Data Set D interpreted all 55 Rorschach protocols. Eight
clinicians contributed ratings to this data set.

Clinicians contributing judgments for Data Set C. To
obtain a broad range of clinicians, an invitation to participate
was posted on the Rorschach Discussion List (email address:
rorschach@maelstrom.stjohns.edu). Out of 18 initial volun-
teers, one was a student several weeks into her first Ror-
schach course. She had almost no interpretive experience so
was excluded. One of the 17 remaining clinicians did not re-
turn the consent form, reducing the initial pool to 16. Each
clinician received 10 or 11 unique protocols so that each of
the 55 patients would be rated independently by 3 of the 16
clinicians (i.e., 165 total interpretations). However, the initial
plan was altered following several complications. The clini-
cian who initially did not return the consent form subse-
quently wished to participate. Rather than exclude him, the
pool of clinicians was raised to 17. However, after 6 months,
only 14 of the clinicians had completed their interpretations,
which left numerous gaps in the data set. To rectify this, a
second request for participation was posted to the discussion
list. Fourteen clinicians replied and the first 2 respondents
were included in the study. After materials were sent to the
new clinicians, a judge who appeared to have withdrawn sub-
mitted completed materials, which again brought the total
number of clinicians up to 17.

In several instances, ratings for individual protocols were
missing. One clinician would not interpret a protocol that had
just 14 responses and a Lambda score of 6.0. The other two cli-
nicians who received this protocol also questioned its
interpretability (as did the judges in Study 1). One wrote that
the proper judgment for most questions was to state “un-
known.” The other clinician wrote that any interpretation
wouldbeofquestionablevalidity.Given theseconsiderations,
this protocol was omitted from subsequent analyses with Data
Set C. (Excluding this protocol had a trivial impact on the re-
sults; all correlations changed by no more than ± .02.)

Ultimately, Data Set C consisted of 2 protocols that were
rated by two clinicians, 32 rated by three clinicians, 19 rated
by four clinicians, and 1 rated by five clinicians (181 total
ratings from 17 clinicians). Ratings retained for the final
sample were randomly selected. There were 54 protocols in-
terpreted from clinicians designated as the first rater, 54 from
a second rater, and 52 from a third rater. All interpretations
by each judge were completed independent of all other
judges.

The judges were an unscreened sample of working clini-
cians with some interest in the Rorschach (i.e., sufficient to
subscribe to the e-mail list and volunteer for research). The
left side of Table 7 shows they were mature, doctoral-level
clinicians with an average of about 15 years of clinical expe-
rience. They typically worked in private practice and gener-
ally interpreted a Rorschach according to the CS about once
per week, with a total of about 300 interpretations over the
course of their career.

Clinicians contributing judgments for Data Set D. Af-
ter we recognized the design complications with Data Set C,
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2In fact, the average Pearson correlation, the consistency ICC,
and the absolute agreement ICC produced virtually identical results
for all the item-level and aggregated judgments in Data Set C.



the 17 participating clinicians were asked if they would be
willing to interpret data for all 55 patients; 8 agreed to do so.
Thus, the Data Set D clinicians were a subset of those who
participated in Data Set C. About 1 year after the Data Set C
interpretations had been collected, the Data Set D clinicians
interpreted all 55 protocols, including those they had previ-
ously seen. As before, all judges worked independently and
blind to other interpretations. Table 7 provides their relevant
background information. There were no significant differ-
ences in the characteristics of the 8 clinicians who partici-
pated in Data Set D and the 9 who did not.

Data analysis. The ratings in Data Sets C and D were
examined primarily by r. For each item or aggregated judg-
ment, Data Set C produced three pairwise correlations (i.e.,
first rating with second rating, first with third, and second
with third), and the average of these three correlations is re-
ported. Data Set D produced 28 pairwise correlations (i.e.,
Clinician D with Clinician E, D with F, D with G, etc.), and
the average of these is reported.

If Data Set C was compromised by its design, it was impor-
tant to document that the design itself caused poorer reliabil-
ity. To assess this, sets of three clinicians’ interpretations were
randomlyselected foreachpatient inDataSetDand thenshuf-
fled so that each clinician could serve as the first, second, or
third rater for a protocol. This allowed us to transform the de-
sign of Data Set D into one that mirrored the design of Data Set
C. If the design itself was problematic, reliability for Data Set
D should drop following this transformation.

Results and Discussion

Results from the adequate design (i.e., Data Set D) are pre-
sented first in Table 8. The eight clinicians interpreted the 55
protocols with reasonable reliability across the 29 items and
five aggregated judgments; the mean rs were .68 and .82, re-
spectively.3 In general, the reliability of judgments observed

in this sample of practicing clinicians was lower than, al-
though still fairly similar to, the reliability observed for the
three clinicians in Study 1 (e.g., which had M rs of .79 and
.88). As with Study 1, Item 57 produced the lowest
interclinician agreement (M r = .36).

Table 8 also presents results from Data Set C. Reliability
was substantially lower for this sample than for Data Set D.
More important, however, reliability was also much lower af-
ter sets of three Data Set D clinicians were randomly selected
for each protocol and assigned to one of the three rater posi-
tions. Because the last column of results in Table 8 was ob-
tained after simply rearranging the data that had been gathered
for the first column of results, it appears clear that the design it-
self produces lower reliability estimates. Accordingly, we be-
lieve it is only the second column of data in Table 8 (i.e., the
initial Data Set D) that provides an adequate estimate of inter-
pretive reliability among these practicing clinicians.

As with Data Set A, ipsative scores were examined in Data
Set D by transforming raw scores into relative judgments in-
dicating the extent to which each clinician believed a patient
possessed the 29 characteristics relative to his or her own
mean rating. The ipsatized scores again produced virtually
identical results for r, the consistency ICC, and the agree-
ment ICC. All three statistics produced identical mean reli-
ability coefficients for the item-level interpretations and
aggregated judgments (i.e., each statistic had means of .68
and .82, respectively).

EXPLORING INDIVIDUAL DIFFERENCES
AND TRUE SCORE THEORY ACROSS

STUDIES AND DATA SETS

Clinician Differences in Reliability

To assess the performance of individual clinicians, Table 9
presents clinician-by-clinician reliability from Data Sets A
and D. The table indicates how each clinician’s interpreta-
tions corresponded, on average, to the interpretations of ev-
ery other clinician in their data set. Clinicians were arranged
so that pairwise interclinician agreement is highest in the up-
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3The item-level and aggregated judgment means for the sin-
gle-rater consistency ICC were .64 and .79, respectively; corre-
sponding values for the absolute agreement ICC were .56 and .67.

TABLE 7
Background Characteristics of the Clinicians in Study 2

Data Set Ca Data Set Db

Variable M Mdn SD % M Mdn SD %

Age 48.3 48 7.8 50.0 49 8.0
Years in practice 14.6 15 10.9 15.4 15 9.8
No. of CS interpretations in career 480.6 300 510.6 356.2 275 280.9
No. Rorschachs/month 4.8 4 2.9 5.6 4 3.0
PhD/EdD/PsyD 94.1 100.0
Male 64.7 50.0
Primarily in private practice 88.2 75.0

a17 clinicians. b8 clinicians.



per left quadrant and lowest in the lower right. The bottom
rows of the table provide means for each clinician with every
other clinician at the level of item interpretations and aggre-
gated judgments.

Examining the last row of Table 9, it can be seen that the
clinicians in both data sets agreed with each other to a reason-
able degree when considering the summary judgments. In
Data Set A, the averages were tightly clustered between .86
and .89. In Data Set D, the averages were more variable but
fell in a respectable range from .76 to .86. At the same time,
the body of the table illustrates an important pattern. Some
clinicians generated more consistent and generalizable inter-
pretations than other clinicians. This phenomenon was par-
ticularly noticeable in Data Set D in which clinicians in the
far right columns tended to produce more unique or idiosyn-
cratic interpretations relative to every other clinician.

Within Data Set D, the three most reliable clinicians (i.e.,
D, E, and F) produced agreement rates with each other (M r =
.83 for items and .90 for aggregated judgments) that were
slightly higher than those obtained by us in Data Set A (M rs
= .79 and .88). At the other end of the spectrum, the three
least reliable clinicians in Data Set D (i.e., I, J, and K) pro-
duced substantially lower rates of agreement among them-
selves (M rs = .55 and .73). These are quite noticeable
differences, and the findings indicate that individual clini-
cians systematically differed in their degree of interpretive
consistency with other clinicians.

Restricted variance in ratings could produce systemati-
cally lower reliability coefficients. To determine if the least
reliable clinicians in Data Set D had restricted variance rela-
tive to the most reliable clinicians, the pooled variance for
Clinicians D and E was compared to the pooled variance for
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TABLE 8
Study 2: Interpretive Reliability (M r) for One Adequate and Two Inadequate Designs

Adequate Design
Initial Data Set Da

Problematic Designs

Variables Data Set Cb
Data Set D After Clinicians

Randomly Mixedc

Item-level judgments
3. Feels damaged or hurt .77 .62 .60
5. Self-critical/pained .85 .46 .68
7. Inflated self-importance .76 .64 .70

22. Poor affect control .53 .67 .40
24. Distressed/irritated .61 .38 .37
27. Distant or isolated .71 .60 .51
37. Inconsistent coping style .79 .84 .78
38. Oversimplifies to cope .89 .78 .87
39. Feelings guide decisions .75 .67 .80
44. Actively organizes information .61 .34 .61
50. Jumps to conclusions .78 .62 .84
51. Thinking is diffuse or vague .63 .48 .47
57. Inflexible thinking .36 .19 .17
63. Focuses on abstract ideas .85 .64 .63
72. Relies on fantasy/daydreams .68 .51 .58
86. Sees things unconventionally .47 .17 .42
90. Misses the obvious .50 .37 .47
91. Distorted perceptions .70 .52 .55
92. Inaccurate view of people .62 .13 .55
95. Disrupted thought processes .81 .61 .68

112. Sees harmonious interactions .57 .37 .42
122. Acts contrary or resistive .81 .62 .60
145. Fantasized qualities in others .55 .38 .53
155. Needs support and nurturance .76 .61 .54
157. Lonely/wishes for connection .76 .46 .60
167. Introspective .64 .49 .41
1.1. Generalized coping problems .61 .33 .51
2.1. Poor thinking and perception .55 .50 .23
4.1. Psychic distress/suicide risk .68 .64 .38
M r across 29 item-level judgments .68 .50 .55
Aggregated interpretive judgments

Perceptual distortion/thought disorder .75 .51 .54
Negative emotionality .87 .64 .61
General distress/dysfunction .88 .69 .60
Poor coping .81 .71 .78
Defensive idealization/intellectualization .78 .66 .69
M r across 5 aggregated judgments .82 .64 .64

aBased on 28 sets of pairwise correlations across 55 protocols (1,540 total ratings). bBased on 3 sets of pairwise correlations across 54, 54, and 52 protocols (160
total ratings). cBased on 3 sets of pairwise correlations across 55 protocols (165 total ratings).



Clinicians J and K. The variances were similar across all 29
items. Clinicians D and E had an average variance of 1.5,
whereas J and K had an average variance of 1.3. The size of
the average difference in variances was small (Cohen’s d =
.12, range = –.19 to .30), which indicated that restricted vari-
ance was unlikely to account for J and K’s lower reliability.

The results in Table 9 address consistency with other rat-
ers but not the accuracy of interpretations. It is possible that a
clinician may have identified subtle qualities or complex
markers in the structural summary data that allowed him or
her to formulate unique and clinically accurate inferences,
even though doing so produced lower rates of agreement
with other clinicians. With the data at hand, it is not possible
to document what may constitute such valid but unique inter-
pretations. However, the prospect of high accuracy with low
reliability cannot exist for more than one clinician. For in-
stance, both Clinician J and K cannot be accurate because
they had the lowest rates of agreement with each other. If
each were accurate, by definition, they would have to
strongly agree with each other.

Exploring Classical True Score Theory

Many reliability studies contain information from just two
judges, which makes it difficult to compute and use true
scores for the objects under consideration. As a result, most
reliability studies focus on the association between two indi-
vidual judges rather than the association between each
judge’s observed score and the target object’s psychometric
true score. However, Data Sets A and D provide scores from
multiple judges, making it possible to compute approximate
true scores for these data. Before doing so, a brief review of
classical test theory provides context for the analyses (see Al-
len & Yen, 1979; Nunnally & Bernstein, 1994).

According to true score theory, every observed score (X)
is a function of two components, the true score (T) and ran-

dom error (RE), such that X = T + RE. In the context of the
studies we report here, every clinician’s judgment (X) is a
function of the patient’s true score on the characteristic being
evaluated (T) as well as random factors that interfere with the
clinician’s assigned rating (RE).

According to true score theory, when one repeatedly ob-
tains independent measurements of the same object, random
errors of measurement, some of which produce negative de-
viations from the true score and some of which produce posi-
tive deviations, should cancel out. As the number of
independent observations increases, the average value for
random error decreases until it approaches zero and the RE
component drops out of the equation given previously. As
such, with increasing observations, the mean of all the inde-
pendent observed scores (Xs) approximates the underlying
true score. (With an infinitely large sample, the mean ob-
served score defines the true score.) In this context, then, the
mean interpretive rating assigned across clinicians provides
an estimate of each patient’s true score on the rated item be-
cause taking the average reduces the random errors that pro-
duce unreliability in each clinician’s observed score.

To compute approximate true scores for the patients, clini-
cian ratings were averaged. For each of the 29 item-level
constructs, the judgments from the three clinicians in Data
Set A were averaged. Separately, the judgments from the
eight clinicians in Data Set D were averaged.

There is a potential confound when correlating each clini-
cian’s interpretive judgments with the approximate true
scores. If judgments from a clinician in Data Set A were cor-
related with the approximate true scores generated from Data
Set A, the relationship between the predictor and the criterion
would be artificially inflated because that clinician’s inter-
pretations also would have contributed to the approximate
true score. To avoid this problem, the interpretations for each
clinician in Data Set A were correlated with the approximate
true scores obtained independently from the Data Set D judg-
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TABLE 9
Individual Differences in Clinician-by-Clinician Interpretive Reliability for Data Sets A and D (M r)

Data Set A
Clinician

Data Set A Clinician
Data Set D
Clinician

Data Set D Clinician

A B C D E F G H I J K

A — .80 .78 D — .84 .83 .80 .75 .71 .66 .66
B .91 — .78 E .90 — .81 .81 .73 .72 .64 .62
C .86 .85 — F .91 .89 — .77 .73 .71 .63 .58

G .87 .90 .88 — .69 .67 .60 .61
H .85 .82 .86 .83 — .67 .58 .52
I .84 .85 .83 .84 .81 — .57 .55
J .82 .78 .80 .83 .76 .74 — .52
K .83 .83 .78 .81 .71 .74 .71 —

Summary M
Item-level .79 .79 .78 .75 .74 .72 .71 .67 .66 .59 .57
Aggregated .89 .88 .86 .86 .85 .84 .83 .81 .81 .76 .77

Note. Raters were designated by letter after they were ordered by their average level of reliability. Coefficients above the diagonals indicate average agreement
for 29 item-level judgments, whereas underlined coefficients below the diagonals indicate average reliability for 5 aggregated judgments. Each coefficient is
based on interpretations for 55 patients.



ments. Similarly, the clinician ratings in Data Set D were cor-
related with the approximate true scores independently
derived from the Data Set A interpretations.

Before presenting results, it is important to emphasize what
psychometric true scores do and do not indicate. In true score
theory, the term true means consistent or unwavering. It does
not mean accurate, correct, or valid (see Streiner, 2003). True
score theorypartitionseveryobservedscore into just twocom-
ponents: the true score and random error. It is not uncommon
to misinterpret these components and think of random error as
if it referred to any type of error. However, this is incorrect.
Any form of systematic bias or systematic error affecting both
measurements isanelementof the truescore,notof randomer-
ror. Because true scores include the systematic error that may
be present in data, true scores are not synonymous with accu-
rate scoresorvalid scores.4 Whethera true scoreaccurately in-
dicates the construct a test is designed to measure is a question
ofvalidity thatcannotbeaddressedbyreliability theory(Allen
&Yen,1979;Nunnally&Bernstein,1994).Despite thepoten-
tial for misinterpretation, we use the term true score in what
follows because it has a precise meaning in the context of reli-
ability analyses.

With the forgoing in mind, Table 10 presents relevant
findings. The data in columns 2 and 3 provide interrater reli-
ability results, whereas columns 4 and 5 present correlations
with psychometric true scores. The top section of the table
provides data for the clinicians in Data Set A, the middle sec-
tion for clinicians in Data Set D, and the final row presents
data for all of the Data Set A interpretations relative to all of
the Data Set D interpretations.

The findings in Table 10 support two general conclusions.
First, consistent with psychometric theory, every clinician
produces strong and substantially higher levels of agreement
with approximate true scores than with the ratings of other in-
dividual clinicians. For instance, at the level of aggregated
judgments, each clinician’s average interrater reliability with
another clinician ranges from a low of .76 to a high of .89 (M =
.83, data in column 3, Study 1 and Study 2 sections). However,
the correlation between each clinician’s interpretation of the
data and the patients’ true scores range from a low of .82 to a
high of .94 (M = .90, data in column 5, Study 1 and Study 2 sec-
tions). These differences occur because interrater reliability

coefficients are reduced by the random errors made by both of
the clinicians being compared, whereas correlations with ap-
proximate true scores are reduced by just the random errors of
one clinician. In general, the data reveal that clinicians do a no-
ticeably better job predicting patient true scores than predict-
ing the interpretive ratings of another clinician.

Second, it can be seen that the clinicians who produced the
highest levelsof interrater reliabilityalsoproduced thehighest
levels of agreement with approximate true scores (the correla-
tion of the data in columns 2 and 3 with the data in columns 4
and 5 is .91). This finding is also in accord with psychometric
theory, which stipulates that the square root of the reliability
coefficient should equal the correlation between an observed
score and its true score. In Table 10, this formal relationship is
not exact, in part because psychometric true scores were esti-
mated from a limited number of observed scores but mostly
because the clinician ratings were not all equally correlated
with each other (see Nunnally & Bernstein, 1994).

The last row in Table 10 is also informative. The average
interrater reliability between each of the clinicians in Data

RELIABILITY OF RORSCHACH INTERPRETATION 309

4Although the text presents the traditional psychometric defini-
tion of true scores in relation to random and systematic error, it
should be noted that these concepts operate somewhat uniquely in
the context of interrater reliability research. Within interrater reli-
ability, systematic error is only present when the same errors or bi-
ases occur across raters. If just one rater in a pair produces systematic
error (e.g., has a consistent, mistaken notion about how to score or
interpret a variable), this produces a discrepancy across raters that
then reduces the reliability coefficient. In other words, when only
one rater in a pair has systematically biased or erroneous ratings, the
error is treated as random error for purposes of reliability. This ex-
ception to the general rule has sparked some recent debate (Murphy
& DeShon, 2000; Schmidt, Viswesvaran, & Ones, 2000).

TABLE 10
Interrater Reliability and Correlations With

Psychometric True Scores for Each
Clinician in Data Sets A and D

Interrater Reliability (M r)

Correlation With
Approximate True

Scores (M r)

Clinicians
Item
Level

Aggregated
Judgments

Item
Level

Aggregated
Judgments

Study 1: Data Set Aa

A .79 .89 .87 .94
B .79 .88 .86 .93
C .78 .86 .86 .92

Study 2: Data Set Db

D .75 .86 .86 .92
E .74 .85 .88 .92
F .72 .84 .85 .91
G .71 .83 .84 .91
H .67 .81 .79 .89
I .66 .81 .78 .88
J .59 .76 .69 .85
K .57 .77 .65 .82

Data Set A
with Data
Set Dc .74 .85 .94 .97

aInterrater reliability results indicate each clinician’s average correlation
with the two other clinicians in this sample (55 protocols; 110 total ratings).
True score correlations are between each clinician’s judgments and the
average of the eight Data Set D clinician judgments on 55 protocols.
bInterrater reliability results indicate each clinician’s average correlation
with the seven other clinicians in this sample (55 protocols; 385 total ratings).
True score correlations are between each clinician’s judgments and the
average of the three Data Set A clinician judgments on 55 protocols.
cInterrater reliability results indicate the average of the correlations between
the three Data Set A clinicians with each of the eight Data Set D clinicians (55
protocols; 1,320 total ratings). True score correlations are between the
average of the three Data Set A clinician ratings and the average of the eight
Data Set D clinician ratings (55 protocols; 110 averaged ratings).



Set A and each of the clinicians in Data Set D (i.e., .74 for
item interpretations, .85 for aggregated judgments) is consis-
tent with the interrater results reported higher up in the col-
umns. However, for the approximate true score correlations,
the item-level and aggregated judgments in the final row
(i.e., .94 and .97, respectively) are now more similar to each
other. They are also noticeably larger than any of the other
values in these columns. In fact, at the aggregate level, the as-
sociations between the approximate true scores in Data Set A
and the approximate true scores in Data Set D are almost per-
fect, having a mean of .97 (the range was .96 to .98 across the
five constructs). Thus, even though each individual clini-
cian’s judgments were affected by random errors, the near
perfect association of their averaged judgments suggests that
all clinicians were targeting a single core conceptualization
of each patient based on his or her CS structural summary.
Indirectly, these findings support the notion that “two heads
are better than one.” Clinicians are likely to refine and correct
their clinical inferences when they consult with a colleague
who has independently derived his or her own inferences.

Finally, because individual clinicians vary in their level of
agreement with other clinicians and with psychometric true
scores, it is worthwhile to consider some of the factors that
may have led to higher rates of unreliability. Clinicians who
were less consistent (e.g., J, K) may have been (a) less consci-
entious when completing the rating scales, (b) more rushed to
finish a time-consuming and nonremunerative task, (c) more
confused by the wording of items on the rating scale, (d) more
inattentive because they completed the scales in the presence
of environmental distractions, or (e) more idiosyncratic or in-
consistent in the way they conceptualized CS variables.

It is not possible to know if the results found in this research
task also characterize the reliability and conscientiousness
that these clinicians would display in a real clinical context in
which there are genuine adverse consequences for faulty in-
ferences. Because the contingencies of research participation
are not equivalent to the contingencies of clinical practice (cf.,
Viglione, 1999), one cannot conclude that Clinicians J and K
are likely to be inconsistent and idiosyncratic when they inter-
pret the CS protocol of a patient in their office. At the same
time, however, the results from Data Set A are from us, clini-
cians who likely were motivated to do their best by virtue of
our role as authors and designers of the research. Our results
may provide a fairly legitimate upper bound for the level of re-
liability that would characterize actual clinical practice.

CONSIDERING THESE FINDINGS RELATIVE
TO META-ANALYSES OF INTERRATER

RELIABILITY IN PSYCHOLOGY, PSYCHIATRY,
AND MEDICINE

To consider our results in a relevant comparative context, we
relied on a recent summary of 42 meta-analytic findings ex-
amining interrater reliability in psychology, psychiatry, and
medicine (Meyer, 2004). That review obtained results by sys-

tematically searching PsycINFO and PubMed databases for
existing meta-analyses, literature reviews that allowed
meta-analytic results to be computed, and original articles
that allowed new meta-analyses to be computed. To obtain
the most generalizable findings from these CS studies, we
merged Data Sets A and D to form a single, 11-judge data set
of Likert-type interpretive ratings. Q-sort results from Data
Set A were also used.

Table 11 provides the comparative results roughly ordered
by level of agreement. For each construct, the table shows how
manyindependentpairsofobservationsproduced the findings
as well as the average reliability coefficient. Results were
computedseparately forscalesand items.Anitemwasdefined
as a single unit of observation or a single judgment, whereas a
scale was derived from the aggregation of item-level judg-
ments. Meyer (2004) found this distinction was an important
moderator of reliability; in 17 instances when they could be
compared directly, reliability was .77 for scales and .62 for
items. Meyer (2004) also compared types of statistics, con-
trasting r with kappa or the agreement ICC. Across 16 topics
that provided both types of statistics, the average kappa/ICC
was .70 and the average r was .74. Because these differences
arenot large, findings for those16topicswerecombined inTa-
ble 11 (Meyer, 2004, provides the more differentiated results).
Our table differs slightly from Meyer’s (2004) in one other
way. As described more fully following, because we explored
the consistency of target stimuli as a moderator of agreement,
we now present two different findings from Conway, Jako,
and Goodman (1995): one for joint interviews and one for sep-
arately conducted interviews.

The meta-analytic results on interrater reliability examine
a wide range of phenomena and assess target constructs that
vary substantially in their complexity. Although having
fuzzy boundaries, constructs included in Table 11 range from
scoring tasks that code very discrete or circumscribed events
(e.g., entries 4, 5, 10, 11, 13, 14) to interpretive tasks that
code abstract or higher level inferences (e.g., entries 6, 19,
26, 31, 41, 44). Consistent with general findings from re-
search on judgment complexity (e.g., Jako & Murphy, 1990),
circumscribed judgment tasks requiring relatively few bits of
information—such as test scoring, object counts, or physical
measurements—tend to be more reliable than complex tasks
requiring the synthesis of multiple, higher order inferences
such as the quality of medical care or the merits of research
articles. Because we asked clinicians to interpret CS proto-
cols using specific constructs thought to be measured by pat-
terns of CS scores rather than global constructs (e.g.,
pathology, “neurosis”) or constructs with an uncertain link to
CS data (e.g., intelligence, conscientiousness), our tasks
likely fall at a midrange of complexity: more difficult than
test scoring but less difficult than global evaluations of a
multifaceted construct-like quality.

Another potentially important dimension embedded in
Table 11 concerns the static versus changeable nature of the
objects being judged. Although most studies had clinicians

310 MEYER, MIHURA, SMITH



RELIABILITY OF RORSCHACH INTERPRETATION 311

TABLE 11
The Current Findings Relative to Meta-Analyses of Interrater Reliability in the Psychological and Medical

Literature

n(k – 1) = Independent Pairs
of Judgments Reliability r/ /ICC

Target Reliability Construct Scale Item Scale Item

1. Measured bladder volume by real-time ultrasound 360 .92b

2. Measured size of spinal canal and spinal cord on MRI, CT, or X ray 200 86 .90a .88a

3. Count of decayed, filled, or missing teeth (or surfaces) in young children 113 237 .97a .79c

4. Rorschach Oral Dependency Scale scoring 974 6,430 .91b

5. Scoring the Rorschach Comprehensive System:
Summary scores 784 .91b

Response segments 11,518 .86c

Scores per response 11,572 .83c

6. Neuropsychologists’ test-based judgments of cognitive impairment 901 .80c

7. Hamilton Depression Rating Scale scoring from joint interviewsd 3,847 495 .86b .71b

8. Level of drug sedation by ICU physicians or nurses 1,116 165 .86b .71c

9. Functional independence measure scoring (joint and separate interviews) 1,365 1,345 .91c .62c

10. TAT Personal Problem-Solving scale scoring 385 .85b

11. Rorschach Prognostic Rating Scale scoring 472 .84a

12. Interpreting the Rorschach CS
Likert ratings 550 550 .84a .71a

Q-sorts 110 110 .81a .70a

13. TAT Social Cognition and Object Relations scale scoring 934 .82b

14. TAT Defense Mechanism manual scoring 743 .80b

15. Hamilton Anxiety Rating Scale scoring from joint interviewsd 752 214 .80b .72c

16. Borderline personality disorder (joint and separate interviews)
Diagnosis 402 .82c

Specific symptoms 198 .64c

17. Signs and symptoms of temporomandibular disorder (separate
examinations)

192 562 .86c .56c

18. Hamilton Depression Rating Scale scoring from separate interviews 1,012 597 .82b .52b

19. Therapist or observer ratings of therapeutic alliance in treatment
(generally ratings of same session transcripts)

(S = 31) .78a

20. Job selection ratings by joint interviews 9,364 .77a

21. Hamilton Anxiety Rating Scale scoring from separate interviews 268 208 .76b .58c

22. Axis I psychiatric diagnosis by SCID in joint interviews 216 .75c

23. Type A behavior pattern by structured interview (S = 3) .74a

24. Axis II psychiatric diagnosis by semistructured joint interviews 740 .73c

25. Personality or temperament of mammals (variable observations) 151 637 .71a .49a

26. Visual analysis of plotted behavior change in single-case research 1,277 .57b

27. Editors’ ratings of the quality of manuscript reviews or reviewers 3,721 .54b

28. Presence of clubbing in fingers or toese 630 .52c

29. Stroke classification by neurologists 1,362 .51c

30. Child or adolescent problems:
Teacher ratings 2,100 .64a

Parent ratings 4,666 .59a

Externalizing 7,710 .60a

Internalizing 5,178 .54a

Direct observers 231 .57a

Clinicians 729 .54a

31. Job performance ratings by supervisors 1,603 10,119 .57a .48a

32. Axis I psychiatric diagnosis by SCID in separate interviews 693 .56c

33. Job selection ratings by separate interviews 3,185 .53a

34. Axis II psychiatric diagnosis by semistructured separate interviews 358 .52c

35. Self and partner ratings of conflict:
Men’s aggression 616 .55a

Women’s aggression 616 .51a

36. Determination of systolic heart murmur by cardiologists 500 .45c

37. Abnormalities on clinical breast examination by surgeons or nurses 1,720 .42c

38. Mean quality scores from two grant panels:
Dimensional ratings 2,467 .43b

Yes/no decision 398 .39c

39. Job performance ratings by peers 1,215 6,049 .43a .37a

40. No. of factors in a correlation matrix by scree plotsf 2,300 .35c

41. Medical quality of care as determined by physician peers 9,841 .31c

42. Job performance ratings by subordinates 533 4,500 .29a .31a

(continued)



evaluate the same fixed stimulus (e.g., the same test proto-
cols, medical records, MRI or CT scans, or jointly attended
interviews; see entries 1 to 7, 10 to 15, 20, 22 to 24, 26 to 29,
36 to 38, 40, 41, 44), a smaller number of studies allowed the
target stimulus to vary somewhat across judges. This vari-
ability occurs, for example, when judges conduct separate
and independent interviews with patients (which also nests a
test–retest design within the interrater design; see entries 17,
18, 21, 32 to 34) or when all judges do not share the same ob-
servational or inferential parameters such as when judges are
asked to describe what a person is “generally like” or when
they make global ratings of performance (see entries 25, 30,
31, 35, 39, 43). In the latter studies, judges may have in mind
different time frames, settings, or exemplar behaviors when
making their ratings. Like most of the studies in Table 11, our
CS interpretive tasks used a static stimulus; clinicians had the
same structural summary for each patient. Comparing the re-
sults across both types of designs revealed that static stimuli
were associated with notably higher levels of agreement (M
= .69, SD = .21, n = 37) than stimuli that were unbounded or
somewhat changeable (M = .56, SD = .13, n = 25), t(60) =
2.73, d = .72.

Despite these moderators, Table 11 still illustrates how
our results fare relative to other findings in the literature. The
data indicate that clinicians interpreting the Rorschach can
produce a level of interrater reliability that compares quite
favorably with the reliability seen for a wide range of other
tasks in psychology, psychiatry, and medicine.

GENERAL CONCLUSIONS

The reliability of inferences derived from psychological as-
sessment instruments is an important area of research, al-
though it has been neglected in recent years. The Rorschach
is like many other psychological and medical tests. It is a

complex, multifaceted instrument that needs to be inter-
preted by trained and skilled clinicians. In this article, we
presented a series of data sets examining the consistency
with which clinicians interpret the Rorschach CS. Across
data sets, across a representative set of CS-relevant con-
structs, and across formats for quantifying clinical interpreta-
tions, a diverse array of clinicians reliably interpreted the
data for 55 psychiatric patients. Thus, when experienced cli-
nicians were presented with the same Rorschach data, they
tended to draw similar conclusions about patients.

As expected, agreement was higher for constructs that
summarized the clinician’s conceptually related inferences
than for single judgments made about specific characteris-
tics. In addition, consistent with psychometric theory, each
clinician’s interpretations were more strongly associated
with patients’ approximate true scores than with the ratings
of another clinician. This illustrates how accuracy in applied
clinical practice would be higher than the level suggested by
interrater reliability coefficients.

We also showed how individual clinicians differed in their
performance. Some clinicians produced more reliable and
generalizable inferences than others. These same clinicians
also produced higher associations with psychometric true
scores. From the available data, it could not be determined if
clinician differences in reliability were the result of some cli-
nicians devoting a higher level of conscientious attention to
the methodological requirements imposed by this research
task, greater sophistication when thinking through various
Rorschach findings, or both.

Unexpectedly, Q-sorts produced slightly lower reliability
than a rating scale. In part, this may due to the requirement
that each patient’s characteristics had to fit within a
quasi-normal distribution. Allowing the shape of the Q-sort
distribution to be dictated by each patient’s idiographic char-
acteristics may have produced somewhat higher reliability.
However, permitting idiographically determined distribu-
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TABLE 11 (Continued)

n(k – 1) = Independent Pairs
of Judgments Reliability r/ /ICC

Target Reliability Construct Scale Item Scale Item

43. Definitions of invasive fungal infection in the research literature 21,653 .25c

44. Research quality by peer reviewers:
Dimensional ratings 31,068 .25b

Yes/no decision 4,807 .21c

Note. Adapted from G. J. Meyer (2004) “The Reliability and Validity of the Rorschach and TAT Compared to Other Psychological and Medical Procedures: An
Analysis of Systematically Gathered Evidence,” in M. Hersen (Ed.), Comprehensive Handbook of Psychological Assessment (Vol. 2, pp. 318–319). Hoboken, NJ:
John Wiley & Sons. Copyright © 2004 by John Wiley & Sons. This material is used and adapted by permission of John Wiley & Sons, Inc. The original chapter
provides a complete description of the meta-analytic data sources contributing to this table. ICC = intraclass correlation; ICU = intensive care unit; CS =
Comprehensive System; TAT = Thematic Apperception Test; S = no. of studies contributing data; SCID = Structured Clinical Interview for the Diagnostic and
Statistical Manual of Mental Disorders.
aPearson’s r. bCombination of r and κ or agreement ICC. cκ or agreement ICC. dCategory includes videotaped interviews and instances when the patient’s report
fully determined both sets of ratings (e.g., identical questions in written and oral format). eOne study produced outlier results (κ = .90) relative to the others (κ
range from .36 to .45) so the results should be considered tentative. fFinding should be treated cautiously because agreement varied widely across studies, with
values below .10 in several samples but above .70 in several others.



tions also would introduce new complications at the point of
data analysis. It is also possible that the Q-sorts produced
lower agreement than the ratings because they required more
complex judgments that were dependent on higher level in-
ferences and cross-characteristic comparisons.

In our initial efforts to recruit clinician volunteers, we
made the task circumscribed by asking judges to interpret
just 10 or 11 protocols. Doing so meant that a different mix of
clinicians provided interpretations for each patient. Although
this initially seemed desirable, it overlooked how clinicians
would adopt different benchmarks for completing our
Likert-type rating scale, and it inadvertently made the reli-
ability for these clinicians appear low. These design prob-
lems were corrected for the final data set.

Overall, these studies demonstrated that clinicians can re-
liably interpret Rorschach CS data. This is the first time inter-
pretive reliability has been explored with the CS, so these
studies add a new dimension to the Rorschach reliability lit-
erature (e.g., Acklin et al., 2000; Meyer et al., 2002). Future
investigations could expand these findings in several direc-
tions. First, scoring reliability was held constant by provid-
ing clinicians with already coded protocols. To more closely
mirror applied practice, future research could determine reli-
ability after having clinicians both score and interpret the tar-
get protocols, or even after independent testing. Second, it
would be informative to examine the reliability of Rorschach
interpretations relative to the interpretation of other personal-
ity tests such as the MMPI–2 (Butcher et al., 1989), the Per-
sonality Assessment Inventory (Morey, 1991), and the
Millon Clinical Multiaxial Inventory (Millon, 1994). Cur-
rently, there are no published studies on the interpretive reli-
ability for these contemporary tests. However, on average,
our Rorschach CS interpretive reliability findings seem com-
parable to the results of similar studies conducted with the
original MMPI (e.g., Cooke, 1967; Little & Shneidman,
1959; Poythress & Blaney, 1978; Sines & Silver, 1963).

Finally, in clinical practice, personality assessments are
highly idiographic, and inferences are generally built on a
wide range of test and extratest information (Meyer et al.,
2001). Although complicated, it would be useful for research-
ers to embark on efforts to quantify the extent to which inde-
pendent clinicians derive similar inferences from an
open-ended assessment. Not only would this type of research
increase our knowledge about interpretive reliability, but it
also could go a long way toward the development of models
for more ecologically valid studies of the assessment process.
We hope the data reported here help to further these goals.
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