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Synopsis: Soft computing applications through artificial intelligence (AI) are becoming increasingly popular in civil engineering. From concrete technology to structural engineering, AIs have provided successful solutions to various problems and greatly reduced the computational costs while achieving excellent prediction accuracy. In this study, a review of the main artificial neural network (ANN) types used in civil engineering is presented. Each ANN type is described, and example applications are provided. As a new research contribution, a deep feed-forward neural network (FFNN) is developed to predict the load capacities of post-installed adhesive anchors installed in cracked concrete, which is challenging and computationally expensive to achieve with conventional methods. The development of this FFNN is discussed, the influence of several parameters on its performance is demonstrated, and optimum parameter values are selected. In addition, a hybrid methodology that combines 2D nonlinear finite element (NLFE) techniques with the developed FFNN is briefly presented to account for real-life adverse effects in anchor analysis, including concrete cracking, wind-induced beam bending, and elevated temperatures. The results show that the developed network and methodology can rapidly and efficiently predict the load capacities of adhesive anchors installed into cracked concrete, accounting for the damage caused by the cracks, with high accuracies.
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INTRODUCTION
In recent years, there has been a significant increase in the application of soft computing techniques in civil engineering. These applications are seen in many civil engineering fields from earthquake engineering to water resources, as exemplified in Chandwani et al. (2013). These techniques differ from conventional analytical methods (also referred to as ‘hard computing’) in the sense that they seek approximate solutions (instead of exact ones) in a short time and with high accuracy. They are also significantly less computationally expensive than most conventional techniques, which adds to their popularity. Soft computing techniques are usually applied in the form of artificial intelligence (AI).

Artificial intelligence is the ability of an artificial entity (such as a computer program) to achieve specific goals under a variety of conditions, as defined by Luckey et al. (2020). It encompasses the fields of computer vision, robotics, machine learning, automated reasoning, knowledge representation, and natural language processing (Fig. 1). Among these, machine learning is especially beneficial to the engineering disciplines.

Machine learning is the category of AI that is responsible for learning patterns and generalizing the obtained knowledge to never-seen input. It is used for three main purposes: classification, regression, and clustering. One widely applied machine learning technique is the artificial neural network (ANN). ANNs find applications in virtually all fields of civil engineering for the classification and regression of data. They have been used to improve several aspects of construction management, as shown by Kulkarni et al. (2017), structural condition assessment and monitoring, and finite element mesh generation (e.g., Adeli, 2001), among others.

One relevant application of ANNs in structural engineering is to predict the load capacity of anchors installed into the concrete. These anchors are widely used to fasten non-structural components to the rooftop of buildings for wind load resistance. With the possible intensification of hurricanes impacting the United States due to climate change (Guo, 2017; Dinan, 2017; Cui and Caracoglia, 2016; Liu, 2014; Michalski, 2014; Mudd et al., 2014; Emanuel, 2013; Knutson et al., 2013), these anchors will play an ever-increasing role in mitigating hurricane damage. Several studies have applied ANNs to predict the load capacities of anchors installed into uncracked concrete (e.g., Gesoglu and Guneyisi, 2007; Ashour and Alquedra, 2005; Sakla and Ashour, 2005).
This paper describes the main ANN types and reviews their recent applications in civil engineering and other disciplines. To demonstrate how an ANN can be developed and applied to solve concrete-related problems, a deep FFNN is developed, trained, and tested for the purpose of predicting the load capacities of post-installed adhesive anchors installed in cracked concrete. Finally, a hybrid finite element-ANN methodology is developed to enable researchers and engineers to more accurately predict the anchor capacity while saving significant computational effort as compared to stand-alone nonlinear finite element (NLFE) analyses.

**GENERAL STRUCTURE OF ARTIFICIAL NEURAL NETWORKS**

Artificial neural networks consist of interconnected cells called neurons. Neurons modify themselves based on the information flowing through them, mimicking the learning process of biological neurons in the human brain (Fig. 2). Each neuron receives an input signal and plugs it into a mathematical function. This function is called an activation function. The role of this function is to convert the net input into the output of the neuron, also called ‘output signal’. The output signals are modified by scalar values called ‘weights’ and ‘biases’ and then forwarded to the neurons in the subsequent layer. The neurons at the final layer output the ANN predictions.

A typical ANN will initially have random weights and biases with small values (e.g., between 0 and 1), which will lead to inaccurate results. To increase its accuracy, the ANN needs to learn either the patterns in the input data or the relationships between inputs and outputs. This will depend on the application. In both cases, the ANN needs be trained so that the weights and biases will be adjusted to give better results. Training of the ANN allows it to find approximate solutions to complex problems that would be challenging to solve with conventional techniques.

The training of the ANN may be supervised or unsupervised. The training is unsupervised when the dataset used has no detected patterns and is not human labeled. In this case, there is no correct answer prior to the training. A common application of unsupervised training is the clustering of data, in which the goal is to identify patterns in the input data and group this data in clusters that are not previously known. Alternatively, the training can be supervised when the target results are known. This type of training is typically used to find a relationship between the inputs and outputs for the classification of the data into categories, such as image recognition, or to predict a mathematical output such as regression analysis.

ANNs that aim to perform a regression analysis are commonly trained with the supervised backpropagation technique. In this method, several iterations are performed in which the error between the ANN outputs (i.e. predictions) and the targets is calculated and propagated back to the neurons in the previous layers to modify their weights and biases. The objective is to calculate how much the weights and biases influence the output and use the result to adjust their values, making the output closer to the targets. By iteratively repeating this procedure, the accuracy of the ANN predictions increases gradually and asymptotically, approaching a maximum value. The maximum accuracy depends on the ANN
layout (i.e., the number of hidden layers and neurons in each layer, also called ANN architecture) and the activation
function used. In the end, if after a certain number of iterations (e.g., 10,000) the ANN has satisfactory accuracy, it is
considered trained and can be used for testing and/or predictions; otherwise, a different layout or activation function
must be used.

After the training stage, the ANN needs to be tested with new, never-seen data to ensure that it is able to make accurate
predictions in new scenarios. The testing stage proceeds in a similar way to the training: the ANN is given the input
data, forward propagation is applied, and the results are compared to the desired outputs. The main difference is that
a backpropagation is not performed during the testing, thus the weights and biases remain unchanged. In other words,
the weights and biases computed at the end of the training are final and used in all future predictions.

When the training and testing stages are successfully completed, the ANN is considered capable of making accurate
predictions in both known and new scenarios and is ready to be used. It is important to note that ANNs are not
appropriate for extrapolation of data. Therefore, they should not be used with the inputs outside the range of the
parameters used in the training.

**TYPES OF ARTIFICIAL NEURAL NETWORKS**

The main types of ANNs are feedforward, radial basis, Kohonen self-organizing, recurrent, convolutional, and
modular. Feedforward neural networks (FFNNs) are one of the simplest types of ANNs (Fig. 3). Conventional FFNNs
consist of an input layer, one (and only one) hidden layer, and one output layer while deep FFNNs have multiple
hidden layers (Fig. 3). Their name comes from the information flow which always goes in one direction, from inputs
to outputs (i.e., forward). They are employed in several studies to predict the load capacities of structural members,
such as concrete anchors (e.g., Gesoglu and Guneyisi, 2007; Ashour and Alquedra, 2005; Sakla and Ashour, 2005).
In all of these applications, the authors included the anchor embedment depth, anchor diameter, and the concrete
compressive strength as typical input variables. The FFNNs developed in each of these studies were successfully
employed to accurately predict the pullout load capacities of cast-in and post-installed concrete anchors. They were,
however, tested and trained with specimens installed in uncracked concrete only, and thus are limited to applications
with this concrete condition.

Radial basis neural networks (RBNNs) have a similar structure to FFNNs by having one input, one hidden, and one
output layer. They differ in the type of activation function used (Fig. 4). RBNNs are applied in the civil engineering
and medical fields. Chen et al. (2020) recently used such a network to evaluate the risk of natural flood disasters. Sun
et al. (2019) successfully developed an RBNN to predict the 7-day and 28-day compressive strength of concrete based
on the common physical parameters, such as the water-to-binder ratio, sand ratio, and weight of gravel. In the medical
sciences, Cheruku et al. (2017) used an RBNN to diagnose patients with diabetes.

**Fig. 3**–Structure of conventional and deep feed-forward neural networks.

Radial basis neural networks (RBNNs) have a similar structure to FFNNs by having one input, one hidden, and one
output layer. They differ in the type of activation function used (Fig. 4). RBNNs are applied in the civil engineering
and medical fields. Chen et al. (2020) recently used such a network to evaluate the risk of natural flood disasters. Sun
et al. (2019) successfully developed an RBNN to predict the 7-day and 28-day compressive strength of concrete based
on the common physical parameters, such as the water-to-binder ratio, sand ratio, and weight of gravel. In the medical
sciences, Cheruku et al. (2017) used an RBNN to diagnose patients with diabetes.

**Fig. 4**–Structure of a radial basis neural network.
In RBNNs, each neuron has a center vector which is used in the calculation of the activation function. The neuron centers are typically calculated by applying a technique called K-means clustering. In this technique, the input data is grouped into clusters and the centroids of the clusters become the centers of the neurons. After the neuron centers are obtained, the training of the RBNN begins.

During training, the weights of the neurons are modified based on the distance between their center and the inputs. The hidden layer applies a weighted summation on the inputs and passes this summation through a nonlinear radial basis function. The most common choice for a radial basis function is a Gaussian function shown in Eq. 1. Subsequently, the output layer performs a linear regression on the outputs of the hidden layer. Due to their formulation, RBNNs have fast convergence and are guaranteed to converge to the global optimum solution (Rosada et al., 2019). RBNNs are trained similarly to FFNNs by adjusting the weights to improve the network’s accuracy.

\[ y = \exp(\beta \sum ||x_i - c_i||^2) \]  

(1)

where \( x_i \) is the input of neuron \( i \), \( c_i \) is the center of neuron \( i \), \( \beta \) is a scalar coefficient and \( y \) is the neuron output.

Kohonen self-organizing neural networks (KSONNs) are typically a two-layer network, where the neurons in the input and output layers have one and two dimensions, respectively, as shown in Fig. 5. They are substantially different from the conventional neural networks in both motivation and operation. In terms of motivation, KSONNs are mainly used to classify data into regions. They can represent multi-dimensional data in two dimensions, creating a map of the input. Due to their ability to map multi-dimensional input into a two-dimensional region, KSONNs are typically used to classify data. Applications include the classification of individuals based on iris image recognition (e.g., Winston et al., 2019), and classification of fault in induction motors (e.g., Skowron et al., 2019).

KSONNs also operate differently from conventional FFNNs, as seen in their typical algorithm, explained by Akinduko et al. (2016). For example, each neuron is connected to all input nodes. The neurons have specific coordinates and initially compete for the ownership of the input pattern, which helps find clusters in the data. The closest neuron (i.e., with the minimum Euclidean distance) is selected as the winner and excites its neighbor neurons. The weights of the winning neuron and its neighbors are adjusted according to a given rule so that they get closer to the input data. At the end, the input data is mapped according to the final positions of the neurons and classified according to their place in the map.

Recurrent neural networks (RNNs) use previous outputs as inputs in subsequent iterations during the training stage (Fig. 6). According to Scarpiniti et al. (2020), this recurrent use of outputs allows the network to discover correlations between subsequent events in time. Examples of applications of RNNs include audio classification (e.g., Scarpiniti et al., 2020), rain precipitation forecast (e.g., Asanjan et al., 2018), and others such as learning word representation, speech recognition, and music generation, as detailed by Amidi and Amidi (2019).
RNNs commonly encounter the problems of exploding or vanishing error gradients during the backpropagation operations in the training. This occurs due to the large number of multiplications involved in the process. To help prevent these problems, modern RNNs include long-short term memory (LSTM) units. These units introduce a memory cell—a particular type of neuron (or cell) that preserves information about the error propagated in previous backpropagation steps. Memory cells have four gates: an input gate, a neuron with a self-recurrent connection, a forget gate, and an output gate, as described by Scarpiniti et al. (2020). These structures allow the cells to forget the irrelevant (e.g., noisy) data and give higher importance to more relevant data, which, according to Asanjan et al. (2018), gives the network a higher capacity for learning longer-range behaviors.

Convolutional neural networks (CNNs) are deep neural networks that use convolution in lieu of general matrix multiplication in at least one of its layers, as explained by Goodfellow et al. (2016). According to Amidi and Amidi (2018), they are generally composed of four layers: input, convolutions, pooling, and fully connected layers, as shown in Fig. 7. They have been successfully applied in image processing (e.g., Chen et al., 2017), voice recognition (e.g., Albawi et al., 2017), and enzyme classification (e.g., Amidi et al., 2018).

A major advantage of the convolution is that it drastically reduces the number of parameters needed by the ANN. According to Albawi et al. (2017), in the case of image recognition the number of parameters needed drops from millions to a few tens by connecting each input neuron to only one neuron in the convolution layer (instead of a full connection to all neurons) and connecting the neurons in the following layer only to a fixed local region of the image while keeping the same weights for each connection between the local regions and the hidden neurons. Subsequently, in the pooling layer, the sampling size is reduced, which reduces the complexity of the network (such as reducing the resolution of an image). One of the most common pooling methods is to partition the sample into sub-regions and extract only the maximum value of those regions. These sub-regions can have some overlap for improved efficiency. The fully connected layer has all neurons connected to the ones in the adjacent layers and works similarly to an FFNN.

Modular neural networks (MNNs) are a combination of other types of ANNs working together (Fig. 8). Due to their configuration, each submodule network has a specialized role and prepares the input for the following network. They are used to predict the sorption efficiency of lead and manganese ions (e.g., Ilaboya and Izinyon, 2019) and the response aggregation for a COVID-19 time series in Mexico (e.g., Melin et al., 2020).

Fig. 6–Structure of a recurrent neural network.

Fig. 7–Structure of a deep convolutional neural network.

Fig. 8–Structure of a modular neural network.
DEVELOPMENT OF A DEEP FFNN FOR ANCHORAGE TO CRACKED CONCRETE

To demonstrate in detail how an ANN can be developed and applied to solve a concrete-related problem, this section will present the development, training, and testing of a deep FFNN to predict the experimental (i.e., nominal) load capacities of post-installed adhesive anchors installed in cracked concrete under short-term static loading. Ultimate load capacities can be obtained by applying appropriate material resistance factors depending on the design code used. The trained and tested FFNN can be downloaded in EXCEL format for ease of use at Almeida Jr and Guner (2019a) and an educational video of its use is available at Almeida Jr and Guner (2019b). The developed FFNN is part of a hybrid finite element-ANN methodology which is fully discussed at Almeida Jr and Guner (2020).

The feedforward network type is selected due to its simplicity and successful previous applications in anchorage to concrete. A computer code is developed to generate, train, and test FFNNs with any number of layers and neurons in each layer. The C++ programming language is used since it has the necessary mathematical tools to perform the calculations efficiently. Using this code, several network layouts (i.e., architectures) are trained and tested and the best configuration (i.e., with the optimum balance between accuracy and simplicity) is selected to consider cracking of concrete when predicting the load capacities of adhesive anchors.

FFNN formulation

The five input neurons considered in this study include: the concrete compressive strength \( f'c \), anchor diameter \( da \), anchor embedment depth \( hee \), annular gap \( Ag \), and concrete crack width \( wc \), as shown in Fig. 9. The output layer contains only one neuron that returns the anchor load capacity \( P \).

During the forward propagation, each neuron receives inputs from the neurons in the previous layer and calculates a weighted sum of them and the corresponding bias, according to Eq. 2. The result of this weighted sum, the net input \( x \), is passed through the activation function in Eq. 3, to obtain the neuron output \( y \). Each output is passed to all the neurons in the following layer, becoming their input to be used again in Eq. 2. This happens sequentially for each layer until the final outputs are obtained in the last layer.

\[
L x_i = \sum_{n=1}^{L-1} (L-1)w_{ni} (L-1)y_n + L b_i
\] (2)
\[ \hat{y}_i = f(\hat{x}_i, L) = \frac{1}{1 + e^{x_i}} \]  

where $\hat{x}_i$ is the input of neuron $i$ in layer $L$; $L^{-1}W_{ik}$ is the weight between neuron $k$ in layer $L-1$ and $i$ in layer $L$; $L^{-1}y_k$ is the output of neuron $k$ in layer $L-1$; and $\hat{b}_i$ is the bias of neuron $i$ in layer $L$.

The activation function chosen for all the neurons is the sigmoid because it is smooth and differentiable over its entire length and has been used in several successful applications (e.g., Gesoglu and Guneyisi, 2007; Ashour and Alquedra, 2005; Sakla and Ashour, 2005). Since the sigmoid activation function only outputs values between 0 and 1, the inputs and target outputs are linearly normalized to a range of 0.1 and 0.8 through Eq. 4 before being used in the developed FFNN. To obtain the load capacity, the outputs are converted back to the physical range (i.e., unnormalized) using Eq. 5. Although not mandatory, the normalization of the inputs and target outputs speeds up the learning of the FFNN during the training. Other normalization techniques (such as Z-score and median) may also be used; they are not tested in this study since the linear normalization method used led to a satisfactory learning rate.

\[ \text{Normalized In} = 0.1 + \frac{0.8 - 0.1}{\text{In}_{\text{max}} - \text{In}_{\text{min}}} \times (\text{In}_{\text{physical}} - \text{In}_{\text{min}}) \]  

\[ \text{Physical Out} = \text{Out}_{\text{min}} + \frac{\text{Out}_{\text{max}} - \text{Out}_{\text{min}}}{0.8 - 0.1} \times (\text{Out}_{\text{normalized}} - 0.1) \]  

where $\text{In}_{\text{min}}$ and $\text{In}_{\text{max}}$ are the minimum and maximum values of the input in the physical range (i.e., not normalized), respectively; and $\text{Out}_{\text{min}}$ and $\text{Out}_{\text{max}}$ are the minimum and maximum values of the normalized outputs obtained, respectively.

To perform the backpropagation, the total error is computed according to Eq. 6. This error is then differentiated with respect to the weights and biases as per Eqs. 7 and 8. The result is multiplied by a learning rate and the weights and biases are updated according to Eqs. 9 and 10. The learning rate is a scalar between 0 and 1, which is applied to prevent a phenomenon known as ‘overfitting’. Overfitting takes place when the update rate of the weights and biases is too large and the FFNN adjusts excessively to the specific data used in the training instead of finding the best global solution. Fig. 10 illustrates this phenomenon. An overfitted curve will adjust better to the training points but perform poorly in the testing and subsequently in practical applications. In this study, a learning rate of 0.5, which provides a good compromise between speed and accuracy, is applied.

\[ E_{\text{ANN}} = \sum_{i=1}^{n} \frac{1}{2} [T_i - \hat{y}_i]^2 \]  

\[ \delta^L w_{ij} = \frac{\partial E_{\text{ANN}}}{\partial^L w_{ij}} \]  

\[ \delta^L b_i = \frac{\partial E_{\text{ANN}}}{\partial^L b_i} \]
where $E_{ANN}$ is the total error; $T_i$ is the target output for neuron $i$; $O_{yi}$ is the output of neuron $i$ in the output layer; and $\eta$ is the learning rate.

**Description of the procedure used for training and testing**

Training of the FFNN is carried out by performing multiple iterations in which the forward and backpropagations are applied for each input data point. The iterations are completed once all data points have been used. At the end of each iteration, the calculation either continues to another one or stops if the maximum number of iterations is reached or the variation in the error is too small. In the latter case, the training is considered complete.

Subsequent to the training stage, testing of the FFNN is carried out by performing the forward propagation and computing the error for each input data point. Unlike during training, the backpropagation is not performed. Because of this, the weights and biases are not updated, and multiple iterations are not performed. If the calculated error is satisfactory (i.e., small enough), it indicates that the FFNN has correctly learned the relationship between inputs and outputs and is ready to be used. Otherwise, the developer should look for the reason for the significant error, correct it, and re-train and re-test the FFNN.

**Database and datasets selection**

A large amount of data is required to successfully train an FFNN. In this study, the comprehensive database of ACI Committee 355 is used with proper permission. This database contains worldwide data of 2,929 adhesive anchors, including single and group anchors, tested in cracked and uncracked concrete. In this study, only the specimens consisting of individual anchors (i.e., not grouped) far from concrete edges and installed in cracked concrete are considered, resulting in a total number of 160 specimens. These specimens are divided into training and testing sets. The training set consisted of 90% of the specimens (144 specimens) while the remaining 10% (16 specimens) were used for testing.

The obtained database provides a large number of parameters from the experiments. To make the most efficient use of the FFNN, only the parameters considered most relevant for the calculation of the load capacity are used. Parameters that had the same value for all specimens (i.e., min value = max value, such as for test method, loading type, and cleaning) were not included. These non-numerical parameters can also be added to the FFNN in future studies (as more experimental test results become available) by adding input neurons that receive discrete values (such as 0 or 1) to indicate 'on' and 'off' status. The range of the parameters selected is presented in Table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Min</th>
<th>Max</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anchor diameter</td>
<td>8 [0.31]</td>
<td>20 [0.78]</td>
<td>mm [in]</td>
</tr>
<tr>
<td>Annular gap</td>
<td>1.0 [0.04]</td>
<td>2.5 [0.10]</td>
<td>mm [in]</td>
</tr>
<tr>
<td>Concrete strength</td>
<td>17.85 [2.59]</td>
<td>46.75 [6.78]</td>
<td>MPa [ksi]</td>
</tr>
<tr>
<td>Crack width</td>
<td>0.00 [0.00]</td>
<td>0.55 [0.02]</td>
<td>mm [in]</td>
</tr>
<tr>
<td>Load capacity</td>
<td>2.7 [0.61]</td>
<td>124.0 [27.88]</td>
<td>kN [kip]</td>
</tr>
<tr>
<td>Test method</td>
<td>Unconfined</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Loading type</td>
<td>Static</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chemical system</td>
<td>Grout</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adhesive type</td>
<td>Vynilester</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bolt type</td>
<td>Threaded rod</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cleaning</td>
<td>Clean, brushed, and dry</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Failure mode</td>
<td>Bolt, Concrete, B/M/C</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
To ensure that the network will be able to make accurate predictions in the entire range of parameters, the training and testing sets are carefully selected so that both contain extreme values of all parameters, as presented in Fig. 11. Note that the bond stresses measured in the tests range from 1.1 to 10 MPa [0.16 to 1.45 ksi]; therefore, the resulting FFNN should only be used for adhesives with bond strength up to 10 MPa [1.45 ksi]. In addition, only two values of annular gaps and mostly two values of crack widths are contained in the database (as seen in Fig. 11); this implies that the network’s accuracy will be higher around these values, as compared to the intermediate values of these parameters.

Fig. 11–Range of inputs and outputs used in the training and testing sets: (a) concrete strength; (b) anchor diameter; (c) anchor embedment depth; (d) annular gap; (e) crack width; and (f) anchor load capacity.

**Selection of the optimum parameters and network layout**

To determine the best network parameters, several training cycles were performed varying the number of iterations, initial values of weights and biases, and network layout. The findings of this investigation are discussed below.

First, as the number of iterations is increased, the training time increases almost linearly (Fig. 12a), while the accuracy (measured by $R^2$, where $R^2 = 1$ represents a perfect fit) increases asymptotically, converging to a maximum value (Fig. 12b). This indicates that excessively increasing the number of iterations is computationally expensive and does not significantly improve the accuracy of the results. From these results, 50,000 iterations were found to be an efficient value to provide satisfactory accuracy in this study.
Second, the selection of initial values for the weights and biases changes the rate of error reduction, i.e. certain initial values help the FFNN reach the lowest error faster. After several trial-and-error attempts varying the initial weights and biases from 0 to 1, optimum values were found (shown in Table 2) and adopted, which converges to the smallest error in a lower number of iterations.

### Table 2–Optimum initial values for the weights and biases.

<table>
<thead>
<tr>
<th>Weights</th>
<th>Initial values</th>
<th>Weights</th>
<th>Initial values</th>
<th>Weights</th>
<th>Initial values</th>
<th>Biases</th>
<th>Initial values</th>
<th>Biases</th>
<th>Initial values</th>
<th>Biases</th>
<th>Initial values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1_w_{11}$</td>
<td>0.0</td>
<td>$1_w_{12}$</td>
<td>0.1</td>
<td>$1_w_{13}$</td>
<td>0.2</td>
<td>$1_b_1$</td>
<td>0.0</td>
<td>$1_b_2$</td>
<td>0.1</td>
<td>$1_b_3$</td>
<td>0.2</td>
</tr>
<tr>
<td>$1_w_{21}$</td>
<td>0.0</td>
<td>$1_w_{22}$</td>
<td>0.1</td>
<td>$1_w_{23}$</td>
<td>0.2</td>
<td>$2_b_1$</td>
<td>0.0</td>
<td>$2_b_2$</td>
<td>0.1</td>
<td>$3_b_1$</td>
<td>0.0</td>
</tr>
<tr>
<td>$1_w_{31}$</td>
<td>0.0</td>
<td>$1_w_{32}$</td>
<td>0.1</td>
<td>$1_w_{33}$</td>
<td>0.2</td>
<td>$1_b_1$</td>
<td>0.0</td>
<td>$1_b_2$</td>
<td>0.1</td>
<td>$1_b_3$</td>
<td>0.2</td>
</tr>
<tr>
<td>$1_w_{41}$</td>
<td>0.0</td>
<td>$1_w_{42}$</td>
<td>0.1</td>
<td>$1_w_{43}$</td>
<td>0.2</td>
<td>$2_b_1$</td>
<td>0.0</td>
<td>$2_b_2$</td>
<td>0.1</td>
<td>$3_b_1$</td>
<td>0.0</td>
</tr>
<tr>
<td>$1_w_{51}$</td>
<td>0.0</td>
<td>$1_w_{52}$</td>
<td>0.1</td>
<td>$1_w_{53}$</td>
<td>0.2</td>
<td>$1_b_1$</td>
<td>0.0</td>
<td>$1_b_2$</td>
<td>0.1</td>
<td>$1_b_3$</td>
<td>0.2</td>
</tr>
<tr>
<td>$2_w_{11}$</td>
<td>0.0</td>
<td>$2_w_{12}$</td>
<td>0.1</td>
<td>$2_w_{21}$</td>
<td>0.0</td>
<td>$2_b_1$</td>
<td>0.0</td>
<td>$2_b_2$</td>
<td>0.1</td>
<td>$3_b_1$</td>
<td>0.0</td>
</tr>
<tr>
<td>$2_w_{21}$</td>
<td>0.0</td>
<td>$2_w_{22}$</td>
<td>0.1</td>
<td>$2_w_{23}$</td>
<td>0.2</td>
<td>$1_b_1$</td>
<td>0.0</td>
<td>$1_b_2$</td>
<td>0.1</td>
<td>$1_b_3$</td>
<td>0.2</td>
</tr>
<tr>
<td>$2_w_{31}$</td>
<td>0.0</td>
<td>$2_w_{32}$</td>
<td>0.1</td>
<td>$3_w_{11}$</td>
<td>0.0</td>
<td>$3_b_1$</td>
<td>0.0</td>
<td>$3_b_2$</td>
<td>0.1</td>
<td>$3_b_3$</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Lastly, the FFNN layout has a significant impact on the final error, convergence rate, and training time. After training a total of 31 FFNNs with three and four layers, the layout that led to the smallest error had two hidden layers containing three and two neurons, respectively (Fig. 13a). It was found that deeper networks (i.e., with more layers) with up to six neurons in each hidden layer tend to lead to a slightly lower final error, at the expense of higher number of iterations. Furthermore, the training time increased almost linearly with the number of neurons (Fig. 13b), indicating that it is not advantageous to choose an excessively deep FFNN. As a result, a simpler layout is chosen as already shown in Fig. 9.
Fig. 13—(a) Variation of the training error; and (b) training time with the number of layers and neurons.

### Results of the training and testing of the chosen FFNN

The training of the chosen FFNN led to the results shown in Fig. 14a. In this figure, an ideal result (i.e., network predictions exactly equal to the target outputs) would be a 45° line \( y = x \) with \( R^2 = 1 \), which is close to the graph obtained. The discrepancy at some points is explained by the noisy nature of the experimental results. In some cases, similar anchors tested in the database had load capacities ranging from approximately 3 to 10 kN [0.67 to 2.25 kips]. In fact, on average, the load capacity given by similar anchors in the database had a coefficient variation of 18%. This high variation in the experimental data will limit the accuracy of the predictions for some specimens. Nevertheless, the chosen FFNN is expected to provide an accurate prediction of the anchor load capacity in the vast majority of the cases.

The testing of the chosen FFNN was performed with 16 experimental results that were not used in the training (i.e., never seen by the network). As shown in Fig. 14b, the accuracy in the testing is slightly higher than that in the training \( (R^2 = 0.98 \text{ versus } R^2 = 0.96 \text{ from training}) \) while the line is slightly more inclined \( (y = 1.12x \text{ versus } y = 1.02x \text{ from training}) \). This indicates that the FFNN predictions are slightly on the conservative side or in the favor of safety. These results show that the FFNN is able to make accurate predictions of the anchor load capacity while taking into account the effects of concrete cracking.

NOTE: 1 kN = 0.225 kip

Fig. 14—(a) Results of the FFNN training; and (b) testing.

This FFNN is developed for adhesive anchors installed into steel-reinforced concrete slabs. A similar development can be followed to include specimens installed into other types of concrete including FRP-reinforced concrete. To that end, a new database containing a significant number of experimentally measured load capacities of anchors installed into FRP-reinforced concrete is needed. This database is to be used independently in a new training. Alternatively, the reinforcement type can be added as a discrete input parameter (assuming 0 or 1 values for steel or FRP, for example), in which case both databases are used together to train an FFNN that would be applicable for slabs with both reinforcement types.
Hybrid finite element-ANN methodology for the analysis of adhesive anchors in cracked concrete

To facilitate the use of the developed FFNN in the analysis of adhesive anchors installed in cracked concrete, a hybrid finite element-ANN methodology was developed. This methodology is based on the analysis of validated 3D high-fidelity NLFE models and combines the developed FFNN with the NLFE technique and analytical equations. An important feature of the methodology is the capability to consider the adverse effects of elevated temperatures, concrete cracking, and wind-induced beam bending when calculating the short-term static load capacities of post-installed adhesive anchors.

The methodology starts with the creation of a 2D NLFE model in Step 1 to simulate the pullout behavior of the anchors from the concrete. The thickness of the model is determined by applying a novel modeling method, the 'Equivalent cone method' (ECM). The ECM allows 2D models to be used instead of 3D ones when simulating the concrete breakout failure mode. This simplifies and speeds up the modeling and analysis processes. The ECM is shown to provide load capacities with accuracy of approximately 90% when compared to equivalent 3D models. Step 2 consists of a modification of the steel strength of the anchor to account for wind-induced beam bending effects in a system-level analysis. This effect is shown to potentially reduce the anchor load capacity by up to 62% in extreme cases (Almeida Jr and Guner, 2020). Step 3 includes the use of the developed FFNN to account for the bond damage caused by the concrete cracking. As the final step, Step 4 applies developed analytical equations to account for the degrading effects of elevated temperatures on the bond strength of the adhesive. This is found to reduce the load capacities of adhesive anchors by up to 70% at 82°C [179.6 °F]. Full details of the methodology’s development and use (such as the creation of the NLFE model) are presented in Almeida Jr and Guner (2020) and educational spreadsheets and videos of the ECM and use of the developed FFNN are also available (Almeida Jr and Guner, 2019a; Almeida Jr and Guner, 2019b; Almeida Jr and Guner, 2019c; Almeida Jr and Guner, 2019d).

SUMMARY AND CONCLUSIONS

This study presented a review of the main artificial neural network (ANN) types and their applications in civil engineering and other fields; developed, trained and tested a deep feed-forward neural network (FFNN) to predict the load capacity of adhesive anchors installed into the concrete, and presented a hybrid methodology that combines the 2D nonlinear finite element (NLFE) technique with the developed FFNN to account for real-life adverse effects (such as concrete cracking, wind-induced beam bending and elevated temperature) in the analysis of adhesive anchors. The main conclusions drawn from this study are as follows:

- Artificial intelligence techniques, specifically FFNNs, are well suited for concrete anchorage analysis applications, as demonstrated in the past studies for uncracked concrete and in this study for cracked concrete.
- The developed FFNN successfully predicts the load capacity of adhesive anchors installed into cracked concrete, accounting for the bond damage caused by the cracks, with high accuracies and in a very short time (i.e., instantaneously).
- In order to establish a reliable prediction accuracy with FFNNs, a larger number of experimental data, with small variations between similar specimens, is needed.
- Hybrid NLFE-ANN methodologies can be used to account for complex and interacting effects, such as elevated temperatures and wind-induced beam bending, allowing for a more accurate load capacity prediction while saving significant computational effort as compared to stand-alone NLFE analyses.
- The developed FFNN can be expanded to fiber-reinforced concrete slabs, provided that sufficient experimental data is available.
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