
Probabitity and Statistical Theory

MS Comprehensive Examination

A,pril 15,2006

fnsffuctions:

Please answer all three questions.
Point Values: 50, 30, 20

Record your answers in your blue books.

Show all of your computations.
Prove all of your assertions or quoite the appropriate theorems.

Books, notes, and calculptors may be used.

You have three hours.



a. Let Yt: Xt*X2 and Y2- X1 -X2. Find Cov(Y1,Y2) and P(tt <Yil.
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1. Suppose Xa's (t S I { n) are iid N(p,o2) with

r(*to):h*(-ry)

b. Let X Ue the sample mean, Find ElXt - Xl.

Suppose BOTH p and o2 UI.{KNOWN. Let 0t : (p,o2). Answer

c. Find a complete and sufrcient statistic ?b(X) for 0.

d. Showthat 
1 n 1 n

X -l fx; and 52 --+ ffx, - X),
t 7 -  r L -  L -' t=L ?, :L

are independent.

e. Find the MLE 0.

f. Consider the LRT for Hs : p

for the LRT test is
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2.Let Xr ,..., Xn denote a random sample of size n from the distribution over the interval [a, oo )
with density function f(*) : c x exp[(a-x)/B] for x > a with parameters a > 0 and B > 0, and c is a
fixed constant to be determined.

a. Find c.
b. Find the mean p and the variance ot. Since this is not a test on integration, you may use

the facts that f, w-,d.y -t and f, y2e-vdy - 2 .

c. Find the method of moments estimators of a and B.
d. Let 0 denote the vector (a,F) of unknown parameters. Find a sufficient statistic S for 0.
e. Find the maximum likelihood estimator of 0.
f. Find the likelihood ratio test statistic for testing Hs: a:0 versus the alternative Ha: a>0. Is

this a function of the sufficient statistic S?
g. Usi4rg the typical asymptotic approximation, give the result of this test of the dataset

belqw. Use level of significance cr:.10. What is your conclusion?

Data: 4.ts
Statistics:

2.3r 2.44 3.80 2.27 0.94 3.85 0.76 0.88 2.66 4.25 1.85

N Mean StDev Minimum Ql Median Q3 Maximum
1 2  2 . 5 1 _ 3  7 . 2 ' t 1  0 . 7  6 L  L . L 6 4  2 . 3 7  3  3 . 8 4 0  4 . 2 5 I

3.Consider [he following experiment: In a sequence of independent trials, roll two fair, six-sided,
dice (outcolnes in {I,2,3,4,5,6} all equally likely on each trial). One die is green, the other, the
one that I Will call the "Stop Die", is red. Roll only until the first time a"6" is rolled on the Stop
Die. So we roll until the red die shows a six. Let S denote the sum of all of the results on both
dice, up to and including that last roll. Our aim is to find the expectation and standard deviation
of S. The pfoblem consists of some steps along the way, as detailed below.

eflote by Z the number of times the pair of dice is rolled. Name and write down the
distributron of Z.

b. Derive E(Z) and Var(Z). Use any method you like, but show the derivation.
c. Let Xi denote the number rolled on the green die on trual'L', and let Yi denote the number

rollEd on the green die on trial 'i'. Note that I <Z.Wrtte down the conditional
distfibution, expectation, and variance of X; and Y1 given t<Z and given I:2.

d. Use the formula E(S) : E(E(S lZ)) to find E(S).
e. Use the formula Var(S) : Var (E(S|Z)) + E(Var(SlZ)) to finish the problem by finding the

standard deviation of S.


