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Applied Statistics

MS Comprehensive Examination

April 22,2006

Instractions:

Please answer all six questions.

Record your answers in your blue books.

Show all of your computations.
Prove all of your assertions or quote the appropriate theorems.

Books, notes, and calculators may be used.

You have three hours.



Comprehensive Examination April 22,2006

1. (15 points) A factorial experiment is conducted to study the influence of two operating

temperatures and two types of face-piate glass in the light output of an oscilloscope tube.
Two replicates are obtained at each treatment. Refer to the SAS output in Appendix

One for the questions.

(a). Write the model and indicate the meaning of model parameters.

(b) Use a : 0.05 in the analysis. Is there a significant interaction effect? Briefly

explain whether there is agreement between the profiIe plot and your conclusion.

(c). Write the contrast for testing the main effect of the fact-plate glass.

2. (35 points) The research goal is to fit a regression model for the content genre diversity
(y). The independent variables inciude the year (r1), the audience diversity (rr), and the

number of cable networks (rr). Refer to Appendix Two and Three. You may need to do

some calculation to answer all the questions.

The SAS output for the model that includes 11 and 12 is in Appendix Two. Refer to
Appendix Two for the questions (u)-(f).

(u). If the audience diversity remains constant, what is the annuai change in the

content genre diversity?

(b). Write the numerical equation for prediction.

(.). Predict the content genre diversity go at rL:2004 and 12 - 0.79 by the above

equation and construct a g5% prediction intervai. Is this interval wider than a g5%

intervai for E(y6)? Briefly explain why.

(d), Calculate the residual, the studentized residual, and the studenttized deleted

residual for year 2004.

(u) What are R2 and adjusted Rl? Which one is a better measure for model

selection? Briefly explain why.

(f). Find the hat matrix Iy'.

The SAS output for the backward model selection is in Appendix Three.

(S). According to Appendix Three, what is the most appropriate model? Briefly

explain the backward procedure.



Here is a dataset, with statistics, that we will work with in Problem 3. These af,e rates of healing, as
measured by the number ofnew cells formed at the site of a cut, in one hour.
1 1  ! 2  7 4  1 8  2 2  2 2  2 3  2 3  2 6  2 7  2 8  2 9  3 0  3 3  3 4  3 5  3 5  4 0
VariabLe N Mean StDev
R a t e  L B  2 5  . 6 ' 7  I . 3 2

3. (25 points) Give details in every part below.
a. Find the 5-number summary (median, ltt & 3'0 quartiles, and minimum and maximum) and

display a box plot of this data. From this information, does the normal distribution seem to be
a plausible model for this data? Explain.

b. Give a 90% confidence interval for the mean of this distribution.
c. Give a 90% confidence interval for the standard deviation of ttris distribution.
d. Use paramehic methods to test whether the mean is less than or equal to 22 versus the

altemative that it is greater. Use level of significance o = 0.05.
e. Use the sign test to test whether the median is less than or equal to 22 versus tle ahemanve

that it is greater. Use level of sigrificance cr : 0.05.
f. Use the signed rank test to test whether the median is less than or equal to 22 versus the

altemative that it is greater. Use level of significance cr = 0.05.
g. Comment on the agreement between tle results in d,e, and f. Do they agree? Why or why not?

Which result would you use (and why)?

4. (5 points) IfI'm going to do a simulation study on the power of a test, and I want to guarantee that,
with 90% certainty, no matter what the true value of the power, my simulation-based power estimates
will be within .01 of the actual value, what number of simulation repetitions should I use? Give your
reasonmg.

5. (10 points) The following data comes from a gamma distribution with shape parameter cr = 1.5. If
o were l, this would be exponentially distributed data. The task here is to perform a chi-square
goodness offit test (use level of sigrificance = .05) to see whether or not we can reject the null
hypothesis that this data does come from an exponential distribution. Statistics are provided that
might help. The specifics of the test are up to you, but you need to justi$r the choices you make.
0 . 3  0 . 7  1 . 0  1 . 0  1 . 1  1 . 5  ! . ' 7  2 . 4  2 . 6  2 . 8  2 . 9  3 . 0  3 . 8  3 . 8  4 . 1 ,
4 . I  4 . 2  4 . 3  5 . 0  5 . 0  5 . 2  5 . 4  5 . 9  6 . 3  6 . 4  6 . 5  6 . 6  7 . 2  7 . ' 7  9 . 2
Variable N lr'lean StDev Mininull 01 Median 03 Maxinun
x  3 0  4 , 0 5 2  2 . 3 0 9  0 . 3 3 0  2 . 2 0 8  4 . 0 ' 1 4  6 . 0 2 9  9 . 1 9 s

6. (10 points) In this problem we explore whether or not pre-school (school for 3 & 4 year olds,
before kindergarten) helps poor children later in life. Two groups of children were followed from
early childhood until they were adults. One group of 62 attended pre-school; out of these, 3 8 used
welfare as an adult. The other (control) group of6l did not attend pre-school; out ofthese,4g used
welfare as an adult.

a. Find, a 92To confidence interval for the difference betweon the two proportions who used
welfare as an adult. Comment on the applicability of the method you choose to use

b. Test the null hypothesis that the probability of requiring welfare as ar adult is the same for the
two groups versus the altemative that the probability is greater for the control group. Use level
of signifrcance o: .05. Comment on any assumptions required for the validity of this test.

c. Use a 2x2 table approach to do a chi-square test of homogeneity between these two
populations. Use level of significance cr = .05. Comment on any assumptions required for the
validity ofthis test. Compare and contrast this test and the one in part b. What is the
relationship between the two statistics?
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Appendix One
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * t ( * * * * * * * * * * ? k * * * * * * * * * * * * * * * *

The SAS System 1

The GLM Pnocedune

Class Level Infonmation

Class Levels Va1ues

t e m p  2  1 2

glass 2  1  2

Numben of Obsenvations Read I
Number  o f  observat ions Used I

* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
The SAS System z

The GLM Pnocedure
Dependent Variable: nep

Sum of
sounce DF Squares Mean square F Value pn > F

Mode l  3  1 .17625000  0 .g9z08s33  0 .11  o .9s03

Erron 4 14.36430000 9.59107500

Connected Total 7 15.54055000

R-Square Coeff Var Root MSE rep Mean

0 .075689  29 .66753  1 ,895013  6 .387500

Source DF Type II I  SS Mean Sq.uane F Value pr > F

temp 1 0.2450q000 0.24500000 0.07 0.9068
g lass  : l  0 .91125000  0 .91145000  0 .25  0 .6409
temp*g lass 1  0 .02000000 0,02000000 0.01 0.9441

* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
The SAS System g

The GLM Procedure
Least $quares Means

temp glass nep L$MEAN

1 1 6.85000000
1 2 6.27500000
? 1 6 .60000000
2 2 5.82500000

Plot of LSMEAN*glas$=temp.



LSMEAN

7.O,O

6 " 1 5

6 . 5 0

6 . 2 5

6 . 0 0

5 . 7 5

data one;
-i.nput xL x2 y x3
carci.s;

1 9 8 4  0 . 6 1
1 9 8 s  0 . 6 1
1 9 8 6  0 . 5 5
1 9 8 7  0 . 6
1 9 8 8  0 .  6
1 9 8 9  Q . 6 2
1 9 9 0  0 .  6 3
1 9 9 1  0 . 6 2
t 9 9 2  0 . 6 3
1 9 9 3  A . 6 7
r _ 9 9 4  A . 7 2
1 9 9 5  Q  . 7  4
r e 9 6  0 . 7  4
r99' t  0 .7 4
1 9 9 8  0 . 7  4
1 9 9 9  0 . 7  6
2 0 0 0  0  . ' t  6
2 0 0 1  0 . 7 7
2 0 0 2  0 . 7 7
2 0 4 3  0 . 7 8
2 0 4 4  0 . 7 9

Appendix Two

E E ;

0 . 8 4
0 . 8 5
0 . 8 7
0 , 8 7
0 .  8 7
0 .  8 7
0 , 8 7
0 .  8 7
U . U /

0 . 8 8
0 , 8 6
0 .  8 7
0 . 8 8
0 . 8 9
0 . 8 9
0 . 8 9
0 .  8 9
0 .  8 8
0 .  8 8
0 . 8 9
0 . 8 9

3 2
3 9
4 4
A ' 7= ,
4 9
52
5 6
65
7 0
7 6

1 1 0
t23
r.5 1
1 6 1
196
2 2 4
234
244
2 7 2
320
3 5 3

i
run;
proc reg;



model Y:x1 x2/c.avbi
run;
proc reg;
niccle.l" y=X1 xZ x3lstlJ..t l i ::L:i.cn=backwardi
run;

* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * x * * * * * *

Analysis of Variance

Source DF

Model 2
E r ron  18
conrected Total 20

Root MSE
Dependent Mean
Ooeff Van

Sum of
Squanes

0 .00275
0.00097400

0.00372

0 .00736
o.87476
0 .84092

Panameten Estimates

Mean
Square F Value Pn > F

0 .00137  25 .41  < .0001

0.0000541 1

R-Squa re  0 .7384
Ad j  R-sq o.7o94

Variable

Intercept
x 1
x2

Vaniable

Intercept
x 1
x2

* * * * * * * * * * * * * * * * * * * * * * *

AII  Vaniables

Source

Model
Enror
Corrected Total

0 .00360 0.00084282
- 0 . 1 5 4 2 3 0 .06822

Covaniance of Estimates

DF

1
1
1

Panameten
Estimate

- 6 . 1 9 9 3 2

Standard
Ennor

1 . 6 3 6 1 0

x l

- 0 .001 378883
7 .1035084E-7

-0.00005458

V a l u e  P r  >  l t l

- 3 . 7 9  0 . 0 0 1 3
4  .27  0 .0005

- 2 . 2 6  0 . 0 3 6 4

x2

0 . 1 056303555
-0.00005458

o.004654122

Intercept

2 ,67681 1 9831
-0 .001378883

0. 1 05630355s

I

lAppendix Th nee

*  *  *  *  *  *  * *  *  *  * t  *  *  *  *  *  *  *  *  *  *  *  *  *  *  *  *  *  *  *  *  *  J r  *  * *  *  *  * *  *  *  *  *  *  *  *  *  *  *  *  *

i

I
Backwand Elimination: $tep 0

I

En te red :  R - f l uane  =  0 .7544  and  C (p )  =  4 .0000

Analysif  of Variance

I

I Sum of Mean
DF 

f9uares 
Square F Value Pn > F

s  d .oozs t  o .ooo9o6s6 12 .40  < .ooo1
17 0 .00091472 0 .00005381
20 $.oooza

I
I

I
I
I

I
I
I



Variable

In tercept
x l
x2
x3

Parameten Standand
Estimate Error Type II  SS

-7.99285 2.36244 0.00061591
0 .002150  0 ,00120  0 .00075416

-0 .15554  0 .06804  0 .000281  17
-0.00005717 0.00005446 0.00005929

Bounds  on  cond i t i on  numben :  20 .719 ,

F VaTue Pr > F

1 1 . 4 5  0 . 0 0 3 5
1 4 . O 2  0 . 0 0 1 6
5 .23  0 .0354
1 . 1 0  0 . 3 0 8 5

126.26

Backward El imination: Step 1
Van iab le  x3  Removed :  R '$quane  =  0 .7384  and  C (p )  =  3 .1019

Analys is  o f  Var iance

$ounce

Model
Enror
Cornected Total

DF

2
1 8
20

$um of
Squanes

0.00275
0.00097400

0 .00372

Mean
Square

0 . 0 0 1  3 7
0.0000541 1

F Value Pr > F

25 .41  < .0001

Parameten Standand
Variable Estimate Ernon Type II  $S F Value pn > F

In te r cep t  - 6 ,19932  1  . 69610  0 .00022699  14 .96  O .00 tg
x1 0.00360 0.00084282 0.00098279 18.2s 0 .0005
x2  ' 0 .15423  0 .06822  0 .000A7656  s . l t  0 .0s64

Bounds  on  cond i t i on  number :  10 .108 ,  40 .433

AI I  var iab les le f t  in  the model  are s ign i f icant  a t  the 0 .1000 leve l .
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *

The SAS $ystem

The REG Pnocedune
ModelI MODELI

Dependent VaniabJ.e: y

$ummary of Backwand Elimination

Variable Numben Pantial Model
Step Removed Vans In  H-Squane R.Squane C(p)  F Value Pn > F

1  x 3  2  0 . 0 1 5 9  0 . 7 3 8 4  3 . 1 0 1 9  1 . 1 0  0 . 3 0 8 s


