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Instructions

Do ÿll four problems.

Show all of your computations.
Prove all of your assertions or quote appropriate theorems.

This is a closed book examination.
This is a three hour test.
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° Let {Xÿ, n > 1} be a sequence of random variables Show Xn -ÿ 0 (r > O) if and only if

(ixor
E l+lX.lÿ,] 40.

2. XI,"" ,An ÿ Bernoulli(p).

a. Show that v/-n(2ÿ- p) -q-+ N(O,p(1-p)).

b. Find the uniformly minimum variance unbiased estimator (UMVUE) T,ÿ for 9(P) =
p(1 -p),

e, Show that for p 7ÿ 1/2,

Vÿ {Tn - p(1- p)} --ÿ N(O, (1- 2p)2p(1- p)).

d. Show that for p = 1/2,

n(Tn- 1/4) --ÿ-1/4Xÿ.
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3. Let (ÿt,Y, P) be a probM)ility space. Let A, c Y for rt, > 1. Show that if there is an A c Y
such that E,ÿ__l t'(A NA,ÿ) < co, then t)(limsul,,, A,ÿ) < lÿ-- ]'(A).

4. Let XI,..., Xu be a random sample drawn from a pol)ulation with density p(aÿ'; 0), where 0
is a p°dimensional parameter contained in a parameter space (:). Write X = (X1,..., X,ÿ) and
x = (xl,...,a:,ÿ), where x is the observed value of X. Let Xrÿ denote the sample space of X
and L(0;x) = Y['iÿI p(a:,; 0) represent t.he likelihood function of O based on the data x. For a
statistieM model ÿ = {p(m; 0) : 0 e (5) c 7ÿ'}, show that a statistic T(X) iv sufficient for 0 if
for all x, y e X", the equality T(x) = 7'(y) implies that, L(0;y) = ÿ(x, y)L(0; x) for all 0 e O,
where 'uÿ,(x, y) is some thnction of (x,y) independent of 0.


