



[bookmark: _ah3tmrck5xha][bookmark: _Hlk36214882] INITIATE Lesson Plan: Facial and Speech Recognition, and QR Code Detection based Security

	Lesson plan at a glance...
	Name:
	[bookmark: _Hlk36432557]Facial and Speech Recognition, and QR Code Detection based Security

	Course:
	Cyber Security

	Grade Level:
	9th to 12th

	Prerequisites:
	-

	Time:
	Preparation: 2 minutes
Instruction: 85 minutes

	Standard(s):
	
Common Core:

TPS CTE: Analog Based Electronic Devices 
Standards: Strand 5: Pre‐Engineering: Design and Development




	In this lesson plan…
· Lesson Overview
· Driving Questions
· Materials and Equipment
· Preparation Tasks
· The Lesson
· Learning Objectives and Standards
· Additional Information and Resources


[bookmark: _ym28flakol7w]Lesson Overview
In this lesson, students will create and test various security systems, based on Facial and Speech recognition modules. These systems are available as effective examples of security measures to prevent unauthorized uses of Autonomous Vehicles. The students will briefly learn about the concept of Machine Learning technology, and recognize the presence of Machine Learning applications in their daily lives. Finally, the students will make use of the aforementioned security modules to authorize various tasks done by the car (e.g. having the car only perform/drive if the car recognizes the authorized user).

Driving Questions
Overarching Driving Questions:
· How can we make smart busses safer and more convenient for people with disabilities?
Lesson Specific Question:
· What are some useful security measures to prevent unauthorized use of Autonomous Vehicles?

[bookmark: _8lh2yevo1hit]Materials and Equipment 
· AdventureBot Smart car kit with a functional Camera and Microphone
· Laptops with EZ-Builder software installed
· Internet Connection




[bookmark: _nutlfabs5v9i]Preparation Tasks
	
	Connecting tablets to the smart cars
	5 minutes



[bookmark: _936lk65dorer]The Lesson
	Warm-up Activity: Overview of the lesson objective
	5 minutes

	Activity 1: A brief introduction on Machine Learning
	25 minutes

	[bookmark: _Hlk36112132]Activity 2: A brief introduction on Biometrics for security
	10 minutes

	Activity 3: Introducing AdventureBot and EZ-Builder Software
	30 minutes

	Activity 4: Implementing the security system using the camera (Facial recognition)
	20-45 minutes

	Activity 5: Implementing the security system using the camera (QR Code)
	20-45 minutes

	Activity 6: Combining Facial recognition and QR code with Speech recognition
	20-45 minutes

	[bookmark: _Hlk36158774]Wrap-up Activity: Discussion
	10 minutes


[bookmark: _6fyqb6e1leg3][bookmark: _vb79z8v6ht3t]Warm-up Activity: Overview of the lesson objective (10 minutes)
Activity Overview: In this activity, teacher will introduce the systems discussed in this lesson by showing the videos below to the students. 
	Activity: YouTube videos about Facial and Speech Recognition
https://www.youtube.com/watch?v=hgTBLLMtpUA
https://www.youtube.com/watch?v=yxxRAHVtafI



[bookmark: _y82u7r60y2bd]Activity 1: A brief introduction on Machine Learning (25 minutes)
Activity Overview: In this activity, the teacher presents an introduction on the Machine Learning technology to the students and its use in this lesson.
	Section 1: Introduction (5 minutes)

Machine Learning is the scientific study of instructions/algorithms that could be implemented on a system, to ultimately eliminate the need for giving the system exact instructions to work. This means that Machine Learning algorithms are used to make the system function on its own, rather than relying on exact commands from its human users. Machine Learning technology is vastly used in today’s world, especially for prediction purposes because of its nature.

Section 2: Machine Learning examples in daily life (5 minutes)

The teacher could bring up real life examples of the Machine Learning technology by visiting each of the following given examples online. This could be done by asking the students to open every website given below and interact with them to see the results:
· iPhone’s Suggested Apps/Contacts to open/call next 
· YouTube’s “videos you might like” 
· Amazon’s “consider buying these items next”
· Instagram’s “based on the photos you’ve liked”
· Google Ads suggestions based on your previous interests

Section 3: Different stages of a Machine Learning algorithm (10 minutes)
A Machine Learning procedure usually consists of 3 phases: Training, Testing, and Evaluation. 
· Training phase - An ML algorithm starts with observing/training on user’s past or current behavior, learning about their usage pattern.
· Testing phase - The algorithm proceeds to test its judgment by making a few predictions for the user, observing how the user reacts to those predictions.
· Evaluation phase - If the user was unhappy with those suggestions, the ML algorithm will learn that it was wrong and tries to tune its learning method. And if the user was happy, the algorithm continues its previous way of suggestion.
We deal with the Training aspect of Machine Learning in this lesson.



	Teaching Tips: Using online and interactive examples/websites for students would be useful.



[bookmark: _vy1u1eyr8v08]Activity 2: A brief introduction on Biometrics for security (10 minutes)
	Section 1: Biometrics for security (10 minutes)

Teacher explains to the students that setting a passcode or a passphrase on their devices might be convenient for them, but it is also convenient for the bad guys to hack into their devices. Today we prefer our devices to rely on our biometrics rather than a traditional password. Biometrics include but are not limited to: Fingerprints, Facial data, Iris data, Voice, etc.
Question: Suppose you want your smart vehicle to open its doors and operate for you and only you. What could be a better security measure than using your own biometrics for that?
YouTube video on Biometrics: https://www.youtube.com/watch?v=tJw2Kf1khlA
After watching the video on Biometrics, students should be able to discuss the advantages and disadvantages of using Biometrics for securing their devices. 



[bookmark: _8bruhu8mrilh]Activity 3: Introducing AdventureBot and EZ-Builder Software (15 minutes)
[image: ]
AdventureBot, by EZ-Robot

	Section 1: AdventureBot (10 minutes)

The AdventureBot smart car kit comes with a Camera that has a Facial recognition module, and a Microphone that has a Speech recognition module integrated.
These modules use Machine Learning to train on different faces and voices (in our case, Authorized user’s facial and speech data), and saves them in the Robot’s memory.
Section 2: EZ-Builder

The AdventureBot also comes with a software that helps us program and control it. The EZ-Builder software installs on Microsoft Windows, and it also has a Mobile App for iOS and Android.
EZ-Builder Install Webpage URL: https://www.ez-robot.com/EZ-Builder/
The INITIATE team has made their own interpretation in the Mobile App, which can be accessed and downloaded once the user installs the app on their smart device. 

Section 3: EZ-Builder Mobile App (optional- not required for this lesson, skip to Section 4 if not interested in the mobile app)

Here is how to access the INITIATE profile on EZ-Builder mobile app: 
· Make sure you have an active Internet connection, then install the mobile app using the following URL: https://www.ez-robot.com/EZ-Builder/mobile
· Open the app, navigate to “Preferences” tab (if not already open) and Create a user account:
[image: ]
· Navigate to the “Public EZ-Cloud Apps” tab and in the “Apps Made By” field, search for “k_khal”. 
[image: ]
· This will bring up our profile called “INITIATE1”. Download it by following the steps shown below:
[image: ][image: ]
· Once INITIATE1 is downloaded and installed, power on the robot using the switch on the back of the smart car, turn on your phone/device WiFi and connect to the robot via WiFi. The robot’s connection name should start with “EZ-B v4.x”. Your phone/device WiFi will now be connected to the robot, and lose Internet connection, therefore it is best to download INITIATE1 profile Before connecting to the robot. Now navigate to the “Installed Robot Apps” tab, tap on the icon/picture of INITIATE1, then tap on “Open”, as shown in the screenshot below:
[image: ]
· Once the screen below appears, tap on the “Connect” icon:
[image: ]
Then, in the connection screen, tap on the leftmost blue “connect” icon as shown below:
[image: ]
You should hear a “beep” as a confirmation from the robot. Congratulations! Your phone/device is now connected to the robot.
· You will now have access to an easy Remote Control for the AdventureBot, as well as the Blockly interface for programming, similar to Bloxter in GoPiGo3 cars. In the Remote Control section, you will have live access to Camera feed, Battery level, Distance sensor’s value, and Color tracking (for line following and general color detection) available in INITIATE1 app profile. Also, different colors can be selected for tracking purposes in the “Controls” section of the interface.

Section 4: EZ-Builder Software (required for this lesson)

Below is the steps and screenshots for initializing Facial and Speech recognition modules:

1. Install EZ-Builder software on your computer
2. [image: ]Make sure your computer is connected to Internet, start the EZ-Builder software, and click on Close in the dialogue box (related to loading projects) that appears on your screen: 

3. Click on the “Open” button, under the “Synthiam App Store” section as shown below:
[image: ]


4. On the new screen, on the top left corner select “Public”, and in the “User:” field scroll down and select “k_khal (1)”. Now “INITIATE1” profile will become visible. Click the blue “Open” button next to it (refer to the screenshot below):
[image: ]

5. Click on “Not Now” in the following dialogue box when it appears:
[image: ]


6. AFTER you have made sure the screen below is showing on your computer, follow the next steps: [image: ] 

· Disconnect from the Internet (WiFi connection to the Internet).
· Power on AdventureBot (using the switch on the back of the robot):
[image: ]
· Connect to the robot via WiFi (under the network adaptors on your computer, shown below). The robot’s name should start with “EZ-B v4.x”. Note that you will not have Internet access once you connect to the robot with your computer WiFi, therefore it is best to download the INITIATE1 profile on EZ-Builder Before connecting to the robot.
[image: ]
7. Once the computer is connected to the robot via WiFi, in the “Connection” section in EZ-Builder, click on the blue “Connect” button with number “0” next to it on the list (shown in screenshot below). You should hear a “Beep” from the robot as confirmation. Then, as shown in the screenshot below, click on the green “Start” button under the “Video Device” section to activate the Live Camera Feed. 
[image: ]
Congratulations! You are now ready to proceed with this lesson.



Activity 4: Implementing the security system using the camera (Facial recognition) 
(30 minutes)

	Section 1: Introduction
The Camera integrated in AdventureBot smart car kit can train (recall: Machine Learning Training Phase) on different faces, as well as different objects, and saves the data in its memory directory. It can save more than 100 facial and object recognition data in its memory that could be accessed anytime using the EZ-Builder software. Note that in order to setup and start the training module, you will need the EZ-Builder Computer software, and not the Mobile App. However, Activity 6 and the final activity in this lesson involve the use of the Mobile App.
Section 2: Training on users’ facial data (20 minutes)
1. Make sure you have followed the instructions given in Section 4 of Activity 3 in this lesson plan. If successfully done, you should have the screen below showing on your computer:
[image: ]
Things to check for making sure you are successfully connected to the robot (All shown in the screenshot above):
· In the “connection” box on the left, the button next to the number “0” should be Green, and read “Disconnect”
· You should have an active live Camera feed in the middle of the screen
· The button in the “Video Device” section should be Red and read “Stop”
Now that you are successfully connected to the robot and have an active camera feed, let us proceed to the next steps:
2. Click on the “Tracking” tab in the camera section, then toggle-on the “Object” checkbox (as shown below):
[image: ]
3. Now click on the “Object” tab in the camera section, then click on the “Train New Object” button (shown below)
[image: ]
4. In the new screen called “Custom Object”, choose a name for the facial data by typing in the “Name of Object” field. Then, click anywhere on the “Preview” screen (preferably in the middle) to place a purple square on the screen (as shown below):
[image: ]
Note that the user’s face should be completely positioned inside the Purple Square when placed on the Preview screen. If you are not satisfied with the current positioning of your purple square, you can click on the “Clear Selected Area” button and then place a new square on the preview panel.
5. Next, after you have made sure the user’s face is well positioned inside the purple square, click on the      “Learn Selected Area” button and begin moving your head slightly in different directions, but make sure to always face forward (try not to present a side-view of your face to the camera). Wait for the green progress bar to complete (shown below):
[image: ]
Start moving your head slightly in different directions (as mentioned earlier) while the progress bar completes. Once the process is complete, click on the “Done” button on the bottom left corner.
6. If you have successfully completed all of the previous steps (remember to double-check step 2!), a Blue square will be automatically placed around the saved user’s face every time their face appears in front of the camera (as shown below):
[image: ] 
7. Congratulations! You have successfully completed the process of training on Facial data. Remember that you could use the same procedure for training Objects as well. You can see all of the saved facial/object data under the “Trained Images” box.
Section 3: Triggering actions using the trained facial data (20 minutes)
Now that we have trained on different facial data, let us see if the robot is able to differentiate between different users’ faces:
1. Repeat steps 3-5 in the previous section to save/train another user’s face. This is crucial because we need to have more than one saved face to see if the robot could differentiate between multiple faces.
2. Once you finished training/saving multiple users’ faces, click on the Gear icon/button on the bottom-left corner of the camera feed (as shown below):
[image: ]
3. On the new screen called “Camera Config”, select the “Scripts” tab, toggle-on the “Execute these tracking scripts when object tracking begins/ends” check box, and finally select the “Pencil” icon for “Tracking Start” box, as shown below:
[image: ]
4. Once you click on the pencil icon, a new screen called “Event EZ-Script Editor” appears. Click on the “Blockly” tab on the top left corner of the screen, then from the list in the middle, select “Audio” (as shown below):
[image: ]
5. A list of Audio commands appears; select “Say EZB” from the list and place it on the blank area:
[image: ]
6. After placing the “Say EZB” block on the screen, select “Text” from the list and place the “create text with” block inside the “Say EZB” block (screenshots below):
[image: ]
[image: ]
Select “Text” again from the list; this time, select the “Hello World” block and place it on the screen.
7. Click on the “Hello World” text to modify it, type “I see “ with a space at the end. We are creating a command that makes the robot say “I see (someone’s face)”. We used the “Say EZB” block to make the robot speak, and used the “create text with” block to combine and connect two different phrases: One is “I see “ and the other is the name of the person.
Connect the “I see “ text block to the first gap in front of the “create text with” block, similar to the screenshot below:
[image: ]
But which block should we use for specifying “someone’s name”? the block should definitely be a Variable:
8. Select the “Variables” tab, then select the “item” block and place it on the blank area (as shown below):
[image: ]
Click on the little arrow next to the “item” block to open a drop-down menu list, and select “CameraObjectName” from the drop-down list (as shown below):
[image: ]
9. Now place and connect the “CameraObjectName” purple block to the second gap in front of the “create text with” block (check the screenshot below for correctness). Once finished, click on the “Save” button on the bottom left corner of the screen:
[image: ]
10. Once you clicked on the “Save” button, you will return to the screen below. Check if the indicated check-box is selected, and if “SayEZB(("I see " + $CameraObjectName))” is written in front of “Tracking Start”. Once you made sure everything matches the screenshot below, click on the “Save” button at the bottom of the screen.
[image: ]
11. Congratulations! You have now successfully written a script that makes the robot say “I see (someone’s name)” whenever their faces appear in front of the camera. Try it out yourself. Appear in front of the camera within the same distance you did previously for training/recording the face data.
(Note: the space at the end of the phrase: “I see “ is mandatory, because without that space, the robot would say something like “I seeAlice” or “I seeBob”)
Discussion: 
· Try wearing/removing glasses after you have trained/recorded your facial data. Would this affect the recognition system? Answer: No, the module still performs well on the same face with/without glasses.
· Try training/recording your facial data in different lighting conditions. Would this affect the recognition system? Answer: Yes, the recognition system only responds to the same lighting condition while training/recording the facial data.  

For a video tutorial on this Activity, visit https://www.ez-robot.com/Tutorials/Lesson/106?courseId=7




Activity 5: Implementing the security system using the camera (QR Code) (20-45 minutes)
	Section 1: Introduction (2 minutes)

YouTube Video on QR Codes: https://www.youtube.com/watch?v=zZXCt1Ud_zE
Section 2: Generating QR codes with EZ-Builder software
The teacher should create separate QR codes for every student participating in this activity. This could be done by starting EZ-Builder software, opening INITIATE1 project and following the steps below:
1. Once you had INITIATE1 project loaded up, locate the “QR Code Encoder” box on the bottom left corner of the screen, replace the default phrase (EZ-Robot) with a student name (in this example, Alice) and click on the "Generate” button (as shown below):
[image: ]
[image: ]When you click on Generate, Alice’s QR code will become available. You can print the QR code by clicking on the “Print” button. Or you can copy the QR code by clicking on “Copy TO Clipboard”, as we did here: 


If you scan the QR code above with your smartphone, it says “Alice”!


Section 3: Detecting QR codes with AdventureBot Camera

1. Navigate to the “Tracking” tab shown in the screenshot below, toggle-on the “QR Code” checkbox, and then click on the Gear button indicated with the yellow arrow:
[image: ]

2. In the new screen called “Camera Config”, click on the “Scripts” tab, select the “QR Code” tab, write the student name (e.g. Alice), and then click on the Pencil icon in front of it (all steps shown below):
[image: ] 
3. Similar to Activity 4, we want to design an algorithm that enables the robot to say “QR code reads (someone’s name)”, whenever the camera detects a readable QR code. For that, we first need the “Say EZB (wait)” command from the Audio tab. Then, for creating the text “QR code reads (someone’s name)”, we need two parts for the text. The first part would be “QR code reads “ and the second part would be “(someone’s name)”, which is a Variable. Select the “item” from the Variables tab and change it to “CameraQRCode” as shown in the screenshot below. Once you successfully created the algorithm, click on “Save” on the bottom-left corner of the screen:
[image: ]

4. Congratulations! You have now successfully enabled the robot to say “QR code reads (student’s name)” whenever a student’s QR code is held in front of the camera. Because of the nature of the algorithm you created and the use of Variables in it, you can hold different QR codes of different students in front of the camera and the robot will say their name.
For a combination of Facial recognition, QR Codes, and Speech recognition, refer to Activity 6.









Activity 6: Combining Facial recognition and QR code with Speech recognition (45 minutes)
	Section 1: Introduction (2 minutes)
In activities 4 and 5, the functionalities of Facial recognition and QR codes in AdventureBot were discussed. In this activity, we will discuss using Facial recognition and QR codes as functional Security measures in autonomous vehicles. This activity contains 2 parts: the first part will discuss the combination of Facial recognition and QR codes, and the second part will guide you through adding a third layer of security, which is Speech recognition.
Section 2: Combining Facial recognition and QR code detection
Having facial recognition as a security measure is a useful feature for an autonomous vehicle, but it certainly will not be enough. That is why having a QR code could serve as your Private Key to your car, alongside with your face.
Here is a step-by-step guide for creating an algorithm that enables AdventureBot to authorize the user using their Facial data and QR code combined:
1. Open INITIATE1 project in EZ-Builder software, and record at least two users’ facial data using the guides from Activity 4 in this lesson plan.
2. Create separate QR codes (refer to Activity 5) for the users with recorded facial data in the previous step.
3. For example, we create Alice’s and Bob’s both facial data and QR codes in this activity.
4. To make this combination happen, we need AdventureBot to ask for a user’s face, then ask for their QR code. Navigate to the “Tracking” tab in Camera section, toggle-on “QR Code” and “Object” check-boxes, and click on the Gear button on the bottom-left corner of the Camera section (shown in the screenshot below):
[image: ]
5. In the “Camera Config” screen, click on the “Scripts” tab, select the “Tracking” tab, toggle-on the checkbox, and click on the Pencil icon in front of the “Tracking Start” field (all steps shown in the screenshot below):
[image: ]
6. Now in the “Event EZ-Script Editor” screen, we want to create an algorithm that:
· When sees Alice’s face, ask for her QR code. If her QR code also says “Alice”, the algorithm should say “Alice authorized”. If the QR code does not match Alice’s, the algorithms should not proceed.
· When sees Bob’s face, ask for his QR code. If his QR code also says “Bob”, the algorithm should say “Bob authorized”. If the QR code does not match Bob’s, the algorithms should not proceed.
Your algorithm should resemble the following Blockly environment:
[image: ]
7. Save your Blockly algorithm and click on “Save” on the “Camera Config” screen. Now when AdventureBot sees Alice’s face, it says “Awaiting QR code”. Once you hold Alice’s QR code in front of the camera, the robot will say “Alice authorized”.
Algorithm Tips: instead of writing separate sections for each person’s name and using separate “else if” commands, you can use Variables for the person’s name (refer to Activities 4 and 5). This could be done by appending two text parts to each other, such as “(someone’s name)”+”is authorized”. You should use “CameraObjectName” for the Variable from the dropdown list.
Section 3: Combining Facial recognition, QR code detection, and Speech recognition
To add a third layer of security to our Facial recognition combined with QR code detection, we will demonstrate the use of Speech recognition. To make this happen, we will need the user’s face to be presented to the camera, then their respective QR code should be held in front of the camera, and finally the user will say their name or selected special phrase for the final authentication.
The following step-by-step will guide you through this process:
1. Open INITIATE1 project on EZ-Builder software. Navigate to the “Tracking” tab in the Camera section and make sure all the checkboxes are toggled off. Then locate the “Speech Recognition” box on the bottom of the screen, and click on the Gear icon (all steps shown in the screenshot below):
[image: ]
2. On the new screen, locate the “It’s Alice” row in the Phrase list and write the name of an authorized user in it. Then click on the Pencil icon in front of its command field (shown in the screenshot below):
[image: ]
3. On the next screen, you will only need to replace “Alice” with your desired name (shown below). Click on “Save” once finished:
[image: ]
4. Perform the same steps for Bob, and whomever you also want to add to the authorized users list. Once you’re finished adding the users, click on “Save”.
5. Now the fun part begins. Perform the following steps thoroughly and in the correct order:
· Say “Start” clearly into your computer’s microphone
· Show a user’s face to the AdventureBot’s camera
· Hold the same user’s QR code in front of the camera
· Now say your special phrase clearly into the computer’s microphone, AdventureBot now says that you are authorized!
· And finally (this is an important step), say “Finish” clearly into the mic. 
· For example: Alice says “Start” into the mic, then Alice shows her face to the camera, then Alice hold her QR code in front of the camera, and finally she says “It’s Alice” into the mic. AdventureBot will then say “Alice is authorized”, and finally she should say “Finish” into the mic. 


For a video tutorial on Speech Recognition, visit https://www.ez-robot.com/Tutorials/Lesson/110?courseId=7



Wrap-up Activity: Discussion (10 minutes)
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Administrative Details
	Contact info:
	Kiyan.khaloozadeh@rockets.utoledo.edu
www.utoledo.edu/research/initiate

	Sources:
	· Google Classroom, 2019. URL: https://classroom.google.com/

	Date Written:
	03/26/2020

	Template adapted from: 
	
https://edu.google.com/resources/programs/exploring-computational-thinking/






 INTIATE: Facial and Speech Recognition, and QR Code Detection based Security 					   8 of 9
image1.jpeg




image2.jpeg
Email

Password





image3.jpeg
Robot Type Al

Public EZ-Cloud Apps
e

Keyword Search [(eIsiilelaEEl)}

EZ-Robot Certified Apps
Revolution Robots

Mobile Optimized Apps




image4.jpeg
INITIATE1 - AdventureBot is an easy to assemble ez-robot built with
EZ-Bits. This is the perfect robot for a beginner who wants to dabble
in robotics without breaking the bank! The top mounted camera is

a perfect addition for exploring ez-robot vision features and remote
Public EZ-Cloud Apps control spy missions.

ﬁ tap on the icon/photo





image5.jpeg
talled Apps =W INITIATET A
By k_khal
INITIATET - AdventureBot is an easy to assemble ez-robot

built with EZ-Bits. This is the perfect robot for a beginner who
wants to dabble in robotics without breaking the bank! The top
eforences mounted camera is a perfect addition for exploring ez-robot
_ 8 vision features and remote control spy missions.

d this robot

View

Created: 1/28/2020 11:30:44 PM

Modified: 3/26/2020 9:40:54 PM




image6.jpeg
Installed Robot Apps
pdate Instatled Apps | 2 IITHTNISY —7
By k_khal

" INITIATE1 - AdventureBot is an easy to assemble ez-robot
built with EZ-Bits. This is the perfect robot for a beginner who
wants to dabble in robotics without breaking the bank! The top
mounted camera is a perfect addition for exploring ez-robot
vision features and remote control spy missions.

d this robot

View instructions

Created: 1/28/2020 11:30:44 PM

Modified: 3/27/2020 12:09:34 PM





image7.jpeg
BACK CONNECT REMOTE CONTROL

o O
-] S | ==

CONTROLS ROBOSCRATCH BLOCKLY




image8.jpeg
Connection

Connected Wifi SSID

Servo Profile Connect





image9.png




image10.png
(X XXX}

Software Manual
Getting Started Tutorials
Example Projects
Community Forum

Synthiam App Store

X

2
1)
Workspaces

3
F12)





image11.png
Synthiam

O My Files

© Public INITIATE | @ — —

Complete, Rovers.

INITIATE AdventureBot is an easy to assemble ezobot buit wih EZ-Bis.

Thisisthe perfect obot for a beginner who warts to dabble it robofics

‘without breaking the bank | The top mourted camers is a perect additon for

‘exploring e2-obot vison features and remte cortrolspy missions. Version History

Dowrloads: 14

(@M Product Robots
(@0 Mobile Optimized

262020 394 Bytes Byk khal

User:
K_khal (1)

Sort By:
Modified -

Direction:
Descending -

Search Text





image12.png
Open Assembly Instructions?

This project contains a 3D Robot Design using EZ-Bits
Would you ke to open the instructions to leam how to
assemble this Robot?




image13.png
Controls  Help.

‘g i - g o

Instructions Design Options. Library
Controls My Robot EZBits.
Connection ? X Camera
2 =

N -wz.vsa.v 1:23 oX

=
! -WZJA& ‘.‘

=
: -WZJA& ‘.‘

=
¢ -WZJA& ‘.‘

=
Servo Movement Panel X
L 4 N z
€ s> P .
[Cick fo se Arow Keys. - I Fullscreen [rouse
‘GR Code Encoder X Microphone

PogeSefup PrintPreview Print Save CopyToClipboard

RECORD.

£ [rouse

Export To SoundBoard

o=l Generate

[t setings

7 X Speech Recogniion

Wroue & IS

Speakiouder
Dsobled
Enabied
Disobled
Disobled
Dsobled

Advanced

Motion

Tracking Color.

Object Yeoer

[-Video Device

Refesh  [EZ8://192.168.

[ Video Setings.

Image Brightness

i e
i e
i e

Reset

Enhancements

Mshorpen Image





image14.jpeg




image15.png
EZ-B vA.x/2 c8934655483f
Open

Other people might be able to see info you
send over this network

[[] Connect automatically

/-’ Connect

Frontier0528
Secured

Frontier5408
Secured

HillWifi
Secured

Bald Head
Secured

Network & Interet settings
Change settings, such as making a connection metered.

@ 2 )
Mobile
Wik Airplane mode _hotspot




image16.png
EZ-Builder - INITIATE1

o v e
? X camera
21681120 o -
: iz woion oneer
e v

Refesh  [E28://192.168.1.1

123

192.168.
2

192.168.1.1:23
3 Image Brightness

192.168.1.1:23
4
Image Contrast

M
* 5o P
¥

[ Video Setings.

e
LRI O ) J

x
Fl
3

Brignt

i e

start Pause [sharpen image

[Video Recording ’—Ennancemm

(Cick 1o use Amow Keys oy [JPave  [Jricesetiings Tracting





image17.png
192.168.1.1:23
1

192.168.1.1:23
2

192.168.1.1:23
3

192.168.1.1:23
4

[roue

[t setings

Tracking

7 X
— e
o
i
=N
e

Di e e 501
Di e e 501
e e—

Reset
Image Brightness

Image Contrast

Image Saturation

[ Video Recording:
start

Enhancements

Mshorpen Image





image18.png
-|92.|sa.|.|:za

192.168.1.1:23

192.168.1.1:23

192.168.1.1:23

Tracking

Lo
3 Remote Contrl
1)
27X
Coior Mot Color
Motion Object Yeber =
Tracking Types —(@)
[lcoer [orcode ot coer
[race [eusom Hoor Wobiect
[lMotion Clowen Dveeer
15105, 1 sipped




image19.png
192.168.1.1:23

92.168.1.1:23

192.168.1.1:23

192.168.1.1:23

w

[Cick fo use Amow Keys . . o FulScreen [Jrause  [Jride Seftings
5 ?
Microphone. e pr— 7 X

Cioping

00 |[Jroue &%

- | [Background audio too nosy.

Mot Color

Motion Yeoer =

@ @ [Jieom whieTracking
@ (@ [JsnownovementTacer





image20.png
File | Poject Options  Controls  Help

New Open Merge Save  Savehs  Open Save Bowse  RoboScratch  Blockly 1 2 3 Remote Control
Online: (&) 9 F10) Fn F12)
Fie. Syritiam AppStore: Workspaces
Connection ? X Camera X

@ Custom Object

© | Disconnect

Preiew Leam Settngs
Connect. 92165 Name of Object:
92.168. Numberof Frames to Leams: | 100 ® [icom Whe Trocking
2 Comeat o' ® [Jsnow Movement Tracer
92,168
Connect
Deep Learing
92,168
4 Comneat

O 1s Object Detected
Servo Movement Panel

Lol A Trained Objects.

stop

Press the Leam or Clear button.

(Cick to use Arow Keys

Microphone.

RECORD.

£ [rouse





image21.png
@ Custom Object
Prevew Leam Setngs

Name o tict

Number of Frames o Leam: | 100 @

Leam Selected Aea )@ Clear Memary

ear Selected e | @ (@) Deep Leaming

@1 1 Otiect Detectd

Trained Objects

Learned 25 of 100 Frames.
Log

Base Key Size: (Wicth=80, Height=30]
(Curent index: 4

Key Image Size: (Wickh=30, Height=80)
Total Associted Bases: 4

Total Memory Cells: 3

Total Objects: 1

Leaming Object Index: 1

Leaming Object index 1





image22.png
e
° -
: -vvz.vsa.v.v:za

e
2

e
5

e
3

[roue

1N

[rice settings

au+Dh’\

Tracking (15]

2 3
G F12)
Workspaces.
Devics. Tracking Color o

TroinNewObiest | @ (@ [Leam Whie Tracking

ceormemoy @ @ Oshowhtovementirocer

Troined Images

#ice

hcal[j





image23.png
g ; z 2
F8) F10) F1) F12)
e
7 X
S o= T
° - @ - = o= °
1 o [ e o
, -wz.ma.v.v:za [
TainNew Object @) (@) [JLeam Whie Tracking
216a 12 s
S —
2- © Eezlizmey ® @k
3 192.168.1.1:23 ‘5“ P —
kel
216a 12 s
- e |

s;w N N
LN ek

(Cick to use Arow Keys . - @ FulScreen [drause  [JHide seffings





image24.png
© EZ-Builder - INITIATET —
-

Tracking | Variables Giyph QR Code

[m— 2 eﬂﬂ!ﬂkﬂdﬂﬂwsvﬁﬂlmkﬂdﬂﬂwysﬂs
° [

B Tracking Start:

Connect [IRESTNT-S S|

Number of frames before execute scipt: 15 - @

Sort detected blobs by:  LargeToSmall - @

Microphone





image25.png
Blockly | EZ-Seript

Start

Vorkspace





image26.png
6l Event EZ-Script Editor

Blockly

Loops
Geor St
® Camera

Load Workspace Save Workspace Math
Camera Preview Movement
Caera Proven v

Ports
Sensor

Utilty _/
Variables q]

‘Speak the phrase out of the EZ-B in the background and continue
to the next command without waiting to complete speaking





image27.png
nt EZ-Script Editor

Load Workspace

Save Workspace

Camera Preview

Save

Cancel

Logic
Loops
Audio
Camera
Math
Movement

et

Ports
Sensor
Utility
Variables

Hello World

item

joining together any number o





image28.png
G5 Event EZ-Script Editor

Logic
Loops

Audio A letter. word, or line of text.

Load Workspace Save Workspace Math 2

Movement

Hello World

Camera Preview

Ports
Sensor
Utilty
Variables (%)

item

Save Cancel





image29.png
Blockly | EZ-Seript

Start

SayEZB [ (&) create text with [ ¢ [EXIN>





image30.png
Blockly | EZ-Seript

Start

+ Create Variable

Load Workspace

(0) create text with | |

Variables .





image31.png
Blockly | EZ-Seript

Start

+ Create Variable

Load Workspace Vorkspace

 text with (| ¢¢ (IETD 2





image32.png
Loops
Audio
Camera
Math
Movement
Text

Ports
Sensor
Utility
Variables

(@) create text with

1 sec |

CameraObjectName





image33.png
© EZ-Builder - INITIATET
-

Tracking | Variables Giyph QR Code

Connection emm@w:mmmmwm

[SayEZB('I see " + SCamerabjectiName))

Number of frames before execute scipt: 15 - @

Connect

Tracking Stat

S
I

OSSN Tracking End

So ettty LogeTosmal =
o @®

nnect

Servo Moveme|

Microphone





image34.png
Help

& E |l &

Design Optons Lbrary Bt Buider Load

Advanced

My Robot EzBrs

? X Camera
S o || [ = e
®
®
®

& Dim = bt

i e

i e

[ Video Recarding Ennancements
sharpen Image

[Cick to use Arow Keys & Fisceen [rowse  [Jrice setings

e e

PageSetup PrintPreview Print Save CopyTo Clipboard Wrose & =

Speakiouder
Dsobled
Enabied
Disobled
Disobled
Dsobled

Repeat
RECORD.

£ [rouse

Export To SoundBoard

stop.





image35.png




image36.png
Controls  Help.

=
e P & H| @ =2
&

Instructions Design Options. Library ‘Bt Buider Load Advanced
Controls My Robot EZBits.
Comnection X Camera X
. -wz.vsa.v.v:za o Device coor MutiColor
: -wz.vsa.v.v:za & eren Soieet veee e
Tracking Types— (@)
) 192,168, oY [eoer [t coor
[roce ” [Jcustom Hoar [osiect
: N
. -wz.vsa.v.v.za & Dweten) - select Doven Dvescr
[Erepy—
192.168.1.1:23 'Oy
¢ - O
Servo Movement Panel 7 x
LI N E
*« = P e 2
GR Code Encoder ? X Microphone ? X speechRecognifion o
PageSetup  PrntPreview Pint  Save  CopyTo Clipboard Wrowe & =
100 L
spoakiouder
vt © eaeriosn
* | ko
stop Disobled
Pause Dsabied
[aice JP— & 0 Disabled





image37.png
Cortrols

Connection

Connect

Connect

onnect

Connect

Camera Config

Port Summary.

Command

Move Up

Move Down

Dekte Row

Insert Row

Append Row





image38.png
Blockly | EZ-Seript

Start

+ Create Variable

Load Workspace E Vorkspace

P Say EZB (wait) [, (&) create text with L .1 QR code reads |24
CameraQRCode





image39.png
Opfors  Cootls o
& i (]
View Instructions Design Options. Library
Controls My Robot EZBits.
e =
. s
. -wz.vsa.v 123 G o
s
! -WZJA& ‘.‘
s
: -WZJA& ‘.‘
s
¢ -WZJA& ‘.‘
192.168. 'O
o o
e %
° » E
* = P |- 4
Gt o Arow s = @ e O
‘GR Code Encoder X Microphone
e i

Repeat
RECORD.
stop.

fasce ]

Generate

[roue

Export To SoundBoard

o "
1 7 X

e B - e
e
Gen ,.@
[face [Jcustom Haar
[mston Cewen [Jvcocr
e 3

[rice settings

7 X Speech Recogniion

Wroue & IS

Speakiouder
Low confidence: oo sfop (0.83]
Disobled
Dsobled
Low confidence: robot sfop (0.82)
Low confidence: robot stop (0.7)




image40.png
- INITIATE1 EZ8

Camera Config

Connect

Servo Moveme|

n

3
E:salelhegelridmg scrpts when abjct tracking beging/ends

Muliine Sorpt

Number of frames before execute scipt: 5 - @

Sort detected blobs by:  LargeToSmall - @





image41.png
St

® J—

—

(&

do

(

1 CameraObjectName * m

— T
(@ | ! : CameraQRCode * il = - |

do | say EZB (wait)

Alice authorized

else Say EZB (wait) Awaiting QR code

elseif [‘ [ CameraObJeclName | CameraObjectName - | m!

=
SO Careaarcode ) - 10 oo L)

do | say EZB (wait)

else | say EZB (wait)

else | say EZB (wait)

Bob authorized

Awaiting QR code

unauthorized person




image42.png
[
) i
Vew  bomcions  Desn
My Robot
7 X Camera
192.168.1.1:23 ‘6“ o
92.168.1.1:23 ‘6“
-
(]
-
(]
192.168.1.1:23 ‘6“
Panel 7 X
. o

(Cick fo use Amow Keys -

QR Code Encoder

Page Setup

[asce.

Print Preview  Print

EzBrs

FulScreen

[roue

? X Microphone

Save  CopyToClipboard

Generote

mnnun ltﬁ

Eepeﬂ'
RECORD.

stop.

£ [rouse

Export To SoundBoard

7x whmw.ﬁm/ 2 x
Wroue @

Low confidence: 1obof sfop (0.86]
Low confidence: robot sfop (0.80)
Low confidence: robot sfop (0.25)
Low confidence: robot sfop (0.87)
Disobled

Load Configure Advanced
e
7 X
e [ o
- -
Oeowr [Jor Code Mot Coor
[roce [Jcustom Hoar [obiest
[mston Oveser
[rice settings




image43.png
W Settings

Cottercs: 07+ @) st | @)
A Recognze| 2|@
Low Cortdence: 2|@
Enable Phrsse: [Stat | EnsbleCnd: | Mutine Scrpt G}
Dissbl Prrase:  [Frish | DissbleCrmd: | Mutine Scrpt alc)
[Ee——— o
Codonce: e, [ ] @)
e Corm |
(e 5es e S0t (2)

ks Bob

 (sCameraObjectame.

Bob” 8 SCame

er2QRCode

Bob") SayEZBWai(SCamgEDB-. |

Move Up

Move Down

Dekte Row.

nsert Row

Append Row

Cancel

+ Paus
+ Bxan
SleepRando
+ Paus
+ Bxan
Servo (serv
+ Move
.+ serv
-+ Exan
SetServol
.+ sett
.+ Serv
-+ Exan
SetServoMa

GetbwM (di
+ Gets
.« PwM
-+ Exan
PWMRandor
. sett

« This
and.
+ The\

-+ Exan





image44.png
St

® J——

Load Work

it
| CImERIEMEC
o
do | gay EZB (wait)
ble





