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able to improve on the validity of their
assessment conclusions (Garb, 1998;
Grove, Zald, Lebow, Snitz, & Nelson,
2000).

Because Meyer et al. (2001) provided
an overly optimistic evaluation of current
psychological assessment practices, many
readers of their article are likely to conclude
that the scientific status of psychological
assessment is firmly established. Unfortu-
nately, nothing could be further from the
truth. A more accurate conclusion is that
very little is known about the validity or
utility of psychological assessment. This does
not mean that psychological assessment is
without merit; rather, it indicates that, as
with so many aspects of psychological prac-
tice, psychologists lack scientific evidence
that bears on assessment’s value. Psycholo-
gists must build a science of assessment, not
just a body of research on tests and test
subscales. If psychological assessment is to
be promoted on the basis of science, it must
be on the basis of relevant studies of assess-
ment, not on unwarranted extrapolations from
the literature on test validity.
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We appreciate the comments (Fernández-
Ballesteros, 2002, this issue; Garb, Klein, &
Grove, 2002, this issue; Hunsley, 2002, this
issue; Smith, 2002, this issue) on our article,
“Psychological Testing and Psychological
Assessment: A Review of Evidence and Is-
sues” (Meyer et al., February 2001). Some
points nicely amplify elements of the article,
and it is fruitful to briefly consider others.

Garb et al. (2002) noted that many tests
were excluded from our review because they
have never been meta-analyzed. It is possible
this differentially affected inferences about
medical tests and perhaps laboratory tests in
particular, because 1988 federal regulations
mandated proficiency testing to improve their
scoring accuracy. However, laboratory test
findings are still often erroneous. Up to 20%
of the results for common analytes (e.g., cho-
lesterol, glucose) are incorrect in at least three
out of five proficiency trials (Hurst, Nickel,
& Hilborne, 1998). Also, reports exist of
psychological tests with near perfect validity
(e.g., r = .98; Ferligoj & Hlebec, 1999),
although the analyses target latent constructs
and use what we consider to be confounded
predictors and criteria (e.g., two self-report
scales). Regardless of these issues, our re-
view was based on systematically gathered
evidence, and it illustrated the difficulty of
differentiating validity for many common
medical and psychological tests. Before or-
ganizing this evidence, most psychologists,
las we did, probably would have anticipated

that pulse oximetry, cardiac stress tests, Pap
smears, serum cholesterol, dental X-rays, and
computed tomography or magnetic resonance
imaging scans for various purposes had higher
(or perhaps near perfect) validity.

Garb et al. (2002) thought we presented
misleading effect sizes (ESs), given the rela-
tive risk reduction (RRR) or odds ratios (ORs)
reported in the abstracts of two studies. The
latter statistics provide useful information,
and one can find lively debate about what
constitute the proper statistics to compute
from the same data. By necessity, we applied
a single ES metric to all studies and used the
definition that is traditional in psychology,
whereby ES magnitude is defined by study
size and the statistical significance of the find-
ings (e.g., Rosenthal, 1991). OR and RRR
magnitudes cannot be determined by the same
information. For a fixed sample size, they
may be large and nonsignificant or smaller
and significant. Consider the increase from 1
in 1,000 to 3 in 1,000: It is large in a relative
sense (200%) but small in an absolute sense
(0.2%). Both numbers are informative, but
the latter more closely approximates the tradi-
tionally defined ES in our review. On a relat-
ed note, within evidence-based medicine,
RRRs and ORs are considered limited (e.g.,
Sackett, Deeks, & Altman, 1996) because
they do not provide the most patient-relevant
estimates of effect, which require an absolute
rather than a relative scale.

To our task, we clearly brought existing
beliefs shaped by our experience that psy-
chological assessments help patients and cli-
nicians with real problems. The evidence we
organized spoke to both the strengths and the
inherent limitations of test-based informa-
tion. Simultaneously, the evidence contra-
dicted the assumption that psychological tests
are globally inferior to medical tests. In sci-
ence, evidence should correct such mistaken
assumptions, whether they exist among the
lay public or among psychologists.

Garb et al. (2002) and Hunsley (2002)
suggested that existing evidence does not
support multimethod assessments, the limita-
tions of clinical interviews, or the contribu-
tion of personality performance tasks to other
sources of information. Although we desire
more research on these topics, Garb et al.’s
and Hunsley’s arguments overlooked rele-
vant data and citations in our article, as well
as evidence that patient outcomes are im-
proved when treating clinicians receive even
minimal test-based feedback (Lambert, Hans-
en, & Finch, 2001).

Hunsley’s (2002) main comments
seemed to amplify partial statements of ours
in ways we would not. On the basis of those
amplifications, it was argued that we were
not sufficiently pessimistic or did not address
points we tried hard to make. One concern
was that we conflated test validity with as-
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sessment validity. However, differentiating
the two was one of our primary goals. Al-
though both the available evidence and de-
cades of practice-based experience support
optimism about documenting the value of
well-trained assessment clinicians, a central
theme of our article, from abstract to conclu-
sion, was how this has almost never been
studied. Thus, we do not think readers would
conclude the scientific status of psychologi-
cal assessment was firmly established, as
Hunsley feared, when our recurring point
was the opposite. Similarly, after reviewing
numerous issues, we suggested “that by rely-
ing on a multimethod assessment battery,
practitioners have historically used the most
efficient means at their disposal to maximize
the validity of their judgments about individ-
ual clients” (Meyer et al., 2001, p. 150).
Although Hunsley agreed that multimethod
assessments are beneficial, he criticized a bold-
er claim that assessment validity must be
enhanced no matter what tests are used. We
articulated many of the competencies a skilled
assessor requires. Understanding distinct
methods and the merits of any given scale for
assessing a targeted construct is essential. If
some have read our article as supporting the
haphazard combination of tests, they have
seriously misunderstood our position.
Fernández-Ballesteros (2002) seemed to ar-
ticulate a view that meshes with our own, in
that choosing the appropriate instruments and
constructs for an assessment requires disci-
plined, evidence-based thinking.

We agree with Smith’s (2002) valuable
psychometric points (and the questionable
utility of tests in his base-rate and counseling
center examples), although we believe that
they extend our review rather than undermine
it. Validity coefficients alone do not tell the
whole story about the merits of a test, but
they appropriately serve as a central founda-
tion. In the spirit of Smith’s comments, we
note that most medical and psychological as-
sessments are much more complex than are
his examples and require clinicians to contin-
uously update inference probabilities (not
fixed base rates) as new and conflicting sources
of data are considered. Smith also noted how
society may not value psychological process-
es and raised important questions about utili-
ties. Paralleling Table 2 in our article (Meyer
et al., 2001, pp. 136–143), which compared a
wide range of validity coefficients, research-
ers have also compiled tables that compare a
wide range of utilities, with utility defined by
the cost of a procedure per gain in quality-
adjusted life year (QALY). For instance, Gra-
ham, Corso, Morris, Segui-Gomez, and Wein-
stein (1998) reported costs from less than
zero per QALY (e.g., 50% use of lap/shoul-
der belts for auto drivers vs. no restraints) to
millions of dollars per QALY (e.g., screen-
ing and treating surgeons to prevent HIV

transmission, annual vs. biennial Pap smears
for women aged 20–75 years). It is unclear
where psychological assessments or inter-
ventions would fall on such a scale, but we
encourage the appropriate research.

Finally, Fernández-Ballesteros (2002)
correctly observed that we focused on clini-
cal assessment, which was the charge of our
work group, although the issues are often
similar for other test-based applications (see
Eyde et al., 1993). We look forward to seeing
the forthcoming assessment guidelines she
described.
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Robert A. Bjork (September 2000), in de-
fending the sanctity of scientific and editorial
freedom, asserted a number of relatively ob-
vious truths and avoided addressing the more
complex factors underlying criticism of con-
troversial research. Fortunately, few would
argue with Bjork’s suggestion that controver-
sial scientific data should never be suppressed,
regardless of the social, political, or religious
forces that might be aligned against it.

However, modern controversy involves
far more than a simple battle between science
and its anachronistic inquisitors. The mere
fact that a scientific publication draws criti-
cism does not mean that author and editors
can claim immunity under the banner of
scientific freedom or invoke Galilean imag-
es of wrongful persecution. Despite Bjork’s
failure to acknowledge the complexity of
modern controversy, recognition of such is
apparent in his support of an American Psy-
chological Association (APA) statement of
principle that reads, “Researchers must be
free to pursue their scientific investigations
within the constraints of the ethical principles
. . . of the discipline” (as quoted in Bjork,
2000, p. 983).

By implication, then, science that does
not observe ethical constraints should not
enjoy such freedom. The Ethical Standards
and Code of Conduct of the APA (1992)
outline a number of ethical requirements ap-
plying to research, including the use of rec-
ognized scientific standards and procedures,
avoidance of unnecessary use of deception,
ethical care of animals, and avoiding coercive
inducements. Research that fails to meet ac-
cepted standards in any of these areas should
be, and is, open to criticism on those grounds.

However, a far more prevalent (and far
less clear) manner in which researchers can
go astray lies in how they handle relations
between science and the extrascientific realm
of social, political, and religious values. The
APA’s Ethical Standards and Code of Con-
duct clearly urge that psychologists “strive to
be aware of their own belief systems, values,
needs, and limitations and the effect of these
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